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Abstract

Subsurface flow of multiphase, multicomponent fluids is complex and not well under-

stood. Pore-scale phenomena dictate the overall behavior of the reservoir. The root of

multiphase, multicomponent pore-scale dynamics lies in fluid-fluid and fluid-mineral

interactions at the microscopic scale. Fundamental understanding of the pore-scale

interactions between the various phases and components in subsurface formations is

essential to optimize the design of subsurface energy and environmental resources.

Management methods of subsurface resources, for example improved oil recovery and

CO2 storage security, are assessed in terms of recovery effectiveness, economic benefit,

and cost. These factors are all strewn with open questions in complex fluid transport

through porous rock materials.

To address questions of fluid-fluid and fluid-mineral interactions at the fundamen-

tal pore-level, microfluidics, or the study of fluids at the sub-millimeter scale, is well

positioned to contribute improved understanding. Specifically, microfluidics lends a

direct eye into the microscale world of porous materials. In this work, microfluidics

with representative geometry, length scales, and, importantly, surface mineralogy,

are developed and used to delineate the fundamental mechanisms dictating the pore

scale fluid behavior of multiphase, reactive fluid transport through porous materials.

Fundamental mechanisms dictating (i) low salinity waterflooding, a method to im-

prove oil recovery with low economic and environmental costs; (ii) reactive transport,

important to the assessment and design of geological CO2 storage security; and (iii)
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miscible fluid interactions, of industrial interest to heavy oil recovery are delineated

in this work. The following describes each contribution briefly.

First, low salinity waterflooding is a promising technique to increase oil recovery

in an economic manner. The fundamental mechanisms that dictate this process, how-

ever, are poorly understood due to conflicting core flooding and field evidence. It has

been suggested that the presence of clay significantly impacts pore wettability and low

salinity oil recovery from sandstones. Direct visualization of the pore-scale dynamics

during low salinity waterflooding is required to provide a mechanistic understanding

of the low salinity effect. In this work, two-dimensional silicon microfluidic networks

with representative pore geometry (i.e., micromodels) are modified to achieve the sur-

face characteristics required for representative crude oil, brine, and rock interactions.

Specifically, clay particles are deposited into the micromodel pore space to enable

direct pore-scale, real-time visualization of fluid-solid interactions with representa-

tive pore-geometry and realistic surface interactions between the reservoir fluids and

the formation rock. The surface functionalized micromodels are then used to deter-

mine the conditions at which stably adhered clay particles detach and to study the

pore-level interactions between the crude oil, brine, and solid surfaces during aging

and during low salinity brine injection. The experimental results provide a basis for

improving the basic understanding of the mechanisms at play. Pore-scale flow simula-

tion is used to corroborate experimental observations of the dominant mechanism(s)

at play during low salinity waterflooding in sandstones. Mechanistic understanding

of pore-level behavior sets the basis for upscaling and informing the design of optimal

injection fluids at the field scale.

Second, formation damage is observed during field-scale low salinity waterflooding

due to fine clay particles mobilization. The overall effect on the pore-scale, and its im-

pact on oil recovery, is not well understood. Using the clay-functionalized micromodel

developed in this work, the mobilization of clay particles, its impact on flow paths,

v



and its effect on oil recovery is investigated. Pressure measurements showed 6-fold

reductions in permeability as a result of kaolinite migration and flow path blockage

under low salinity conditions. Swelling of montmorillonite clay particles were ob-

served at low salinities. Significantly, pores most susceptible to particle mobilization

and flow path blockage are correlated inversely with improved oil recovery. Flow di-

version due to preferential flow path blockage is proposed as a mechanism dictating

improved oil recovery at low salinities.

Third, evolution of pore-surface wettability, or, aging, and the interplay between

clay minerals and the crude oil and brine remain an open question in creating initial

subsurface reservoir conditions in the laboratory and in understanding the underlying

mechanisms of the low salinity effect. The ability to recreate wetting and fluid-mineral

conditions similar to realistic subsurface systems is central to the design of improved

oil recovery methods. In this work, we provide direct observation of water-wet surfaces

shift towards mixed-wettability due to attraction between charged clay particles and

crude oil. Low salinity waterflooding of this aged system reveals a new Pickering

emulsification mechanism by which preferential flow paths are obstructed, leading to

flow diversion through oil-filled pores to improve overall oil recovery.

Fourth, transport through carbonates is complicated by the reactive nature of the

rock. Carbonates are reactive and highly susceptible to dissolution. Formation stim-

ulation (i.e., acidizing) and CO2 storage involve the flow of acidic fluids through the

carbonate pore space. Importantly, reactive flow alters both the surface properties of

the pore space and the pore geometry. Dissolution and flow behavior at the pore scale

must be understood to engineer effective formation stimulation and safe CO2 stor-

age projects. In this work, calcite-functionalized microfluidic systems are developed

and used to delineate the interplay between dissolution, flow, and surface wettability.

Specifically, two-dimensional calcite-functionalized micromodels with representative

vi



pore geometry and surface properties are developed in this work to study the disso-

lution of carbonates under acidic flows. Significantly, a new mechanism is discovered

whereby the reaction product, CO2, is wetted on the reactive grain surface and pro-

tects the grain from further dissolution. Experiments show similar effects at a range

of temperatures, pressures, and acidities corresponding to surface and subsurface con-

ditions. To further delineate the conditions required for the grain-engulfment effect

to dominate, a polymer-based non-reactive microchannel containing an embedded

reactive calcite post is developed. Flow regimes corresponding to the observed grain-

engulfment mechanism in porous media were delineated using the one-dimensional

reactive transport devices and provide a first order understanding for large-scale CO2

storage security assessments.

Fifth, miscible fluid interactions underlie many physical processes in natural and

engineered systems. Injection of solvents that are miscible with crude oil, or solvent-

enhanced oil recovery, aims to improve heavy-oil recovery that tends to be highly

viscous and immobile. This work investigates the interactions between the fluids

under microconstrained geometries similar to geological porous media. Importantly,

spontaneous fingering between the crude oil with complex composition and the solvent

is observed. That is, fractal-like fingers are generated in the absence of an applied

external pressure gradient, i.e., zero imposed Peclet number. The surprising dynamics

observed are a result of the complex composition of the crude oil; light crude-oil

components are mobile and are exchanged with the solvent phase while heavy crude-

oil components are less so and remain. Recursive diffusion-driven mass exchange leads

to local instabilities at the interface that result in differences in dynamic interfacial

tension along the interface and leads to fractal-like fingering. The resulting Marangoni

flow enhances the mass exchange until components in the crude oil phase reach local

equilibrium with those in the solvent phase.

The surface-functionalized devices developed in this work enables a wide range of
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investigations to the fundamental mechanisms dictating transport through subsurface

systems. Importantly, the new fundamental mechanisms delineated in this work are

of fundamental importance to the understanding and design subsurface energy and

environmental resources management and to the broader field of engineering science.
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let and outlet flow ports are drilled to enable fluid delivery into the

etched microfluidic device. (f) Optically transparent glass is bonded

anodically to seal the device and to allow for direct visual observation

of the microscale pore-level dynamics. . . . . . . . . . . . . . . . . . . 42

2.3 Experimental apparatus for direct optical microvisual observation of

pore-scale fluid-fluid and fluid-mineral dynamics. Fluid delivery to and

visualization of pore-scale dynamics in the micromodel was achieved

generally using pumps and microscope-camera systems. used in exper-

iments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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3.1 Kaolinite deposition into micromodel pore space. (a) Water-saturated

micromodel prior to clay introduction. (b) Some plugging is seen in

pore throats after clay addition, which does not well replicate initial

conditions in reservoir rock (refer to white arrows). (c) The throat-

plugging clay particles are removed by the strong interfacial tension

between the brine and the air, providing a clay coated silica surface

that is well representative of reservoir rock. . . . . . . . . . . . . . . . 56

3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.2 Clay deposition structures and their incidence as a percent of total

clay in the micromodel. Kaolinite was most commonly deposited (>

90%) as discrete particles and in pore lining structures (a), while the

remainder formed pore-bridging structures (b) as well as heterogeneous

structures (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
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3.3 Dry anomalously concentrated regions of kaolinite (a) is spontaneously

imbibed with 15000 ppm NaCl brine (b). The initial phase is air, shown

in (a), with significant deposits of kaolinite clusters. Upon spontaneous

imbibition of brine, shown in (b), the kaolinite clusters are extremely

non-wetting to water in the presence of air. Note the water-air interface

in (b) that contours the kaolinite clusters. The water does not generally

cross the circular outline of the kaolinite cluster during spontaneous

imbibition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
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3.4 Clay detachment from the silicon pore surface in response to changes

in salt concentration. (a) shows the fraction of mobilized clay parti-

cles within the pore space at the different salt concentrations for var-

ious locations throughout the micromodel determined through image

analysis. The reverse lower axis shows the progression of low salinity

waterflooding (high to low salinity). The largest error associated with

the data is as displayed by the error bar corresponding to 0.9±0.05 at

4000 ppm NaCl. Mobilization of clay particles was observed for salini-

ties below 6000 ppm NaCl. High fractions of mobilized clay were found

in regions corresponding to preferential flow paths where the low salin-

ity brine was delivered effectively through advection, whereas low clay

mobilization was found in regions corresponding to stagnant flow con-

ditions where salt dilution was mostly driven by diffusion. Mobilization

of clay particles is determined by direct visualization of the pore space

(b) before and (c) after a low salinity waterflood with 4000 ppm NaCl.

Significant kaolinite particle migration was observed. Pore-lining par-

ticles were drastically reduced in large channels (i), while deposition in

regions with high pore body to pore throat size ratios were observed

(ii). Furthermore, large numbers of pore-bridging particles were found

after the low salinity waterflood (iii). . . . . . . . . . . . . . . . . . . 71
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3.5 Reversibly clay-coated micromodel representing initial reservoir condi-

tions (a) immediately upon injection of oil and (b) after aging for two

weeks. The system was filled with initial reservoir brine, followed by

injection of crude oil. Crude oil was injected for several pore volumes

and the water saturation of the system was monitored until such a

point at which further injection of oil could not displace the residual

water. The connate water saturation was ∼ 5%. The water-oil in-

terfaces are smooth curves pre-aging and are deformed by kinks about

clay particles after aging, indicating a shift in the wettability properties

of the system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.6 Clay-coated micromodel after (a) high salinity (synthetic formation

brine) flood and (b) low salinity (deionized water) flood. The water

(blue), oil (red), and grains (black) are differentiated using image pro-

cessing techniques in (c) and (d). The residual oil saturations following

the high salinity and low salinity waterfloods were Sor = 36% and 22%,

respectively, indicating a 14% increase in oil recovery using deionized

water. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.7 Clay-coated micromodel before (a) and 5 minutes after (b) the low

salinity waterflood. Clay particles appear to have relocated in the

latter case, compared to the initial system. . . . . . . . . . . . . . . 77
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3.8 Clay-coated micromodel following the low salinity waterflood imaged

using a confocal microscope. Water-in-oil emulsions are found through-

out the micromodel as shown in (a) and fit macroscopic descriptions by

Emadi et al 2013 [45]. The oil-water interface in (b) is deformed due to

the oil-wettability of the kaolinite particles. Regions of clay stripping

are observed in (c), similar to core-flooding experiments reported in

the literature [4]. Oil retention on clay particles is observed in (d) and

fit macroscopic inferences [10]. . . . . . . . . . . . . . . . . . . . . . . 78

4.1 Fines release and mobilization due to low salinity brine injection in a

montmorillonite-rich sample. Initial clay particle distribution at 15000

ppm high salinity conditions (a) and mobilized montmorillonite dis-

tributions after the 4000 ppm low salinity waterflood (b) at the same

pore location show significant fines release due to the low salinity shock. 93

4.2 Formation damage due to kaolinite mobilization during low salinity

waterflooding. Initial clay particle distribution at 15000 ppm high

salinity conditions (a) and mobilized kaolinite particles after 4000 ppm

low salinity waterflooding (b) at the same pore location are compared

with the single-phase velocity map from pore-scale simulation. Regions

(i) and (ii) show the re-deposition of mobilized particles as pore-lining

clays in the pores that were experiencing intermediate/slow velocities,

while regions (iii) and (iv) show the formation of pore-bridging struc-

tures across high velocity flow paths. All simulated velocities shown in

(c) are normalized against the maximum velocity of the porous system.

Pore-scale simulations provided by Soulaine 2016 (Personal communi-

cation) [155]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
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4.3 Direct visualization of pore-level water-oil-clay-silicon phenomena at

a fixed pore location near the center of the micromodel. The clay-

functionalized pore space that is fully saturated with formation brine

(a) is injected with crude oil until residual water saturation is reached

and aged to create initial conditions analogous to clastic reservoirs

(b). High salinity (10000 ppm brine) waterflooding of the system is

performed to standardize the experimental results (c). Low salinity

(4000 ppm) brine injection shows decreased pore-level oil saturation,

i.e., increased oil recovery. . . . . . . . . . . . . . . . . . . . . . . . . 97

4.4 Mobilization of pore-plugging kaolinite particles as a result of low salin-

ity waterflooding. The initial clay particle distribution is shown for

the pore-space saturated in formation brine (a). The deficit of clay

particles in the white box after the 4000 ppm low salinity flood (c)

in comparison to the clay particles after the 10000 ppm high salinity

flood (b) show that similar to the single-phase experiments, clay par-

ticles in the two-phase experiments were also sensitive to the salinity

of the injection brine. . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.5 Comparison of regions affected by clay mobilization (red) and regions

of increased oil recovery (blue) compiled on a single base image unit

for a kaolinite-functionalized micromodel (a) and a montmorillonite-

functionalized micromodel (b). Macroscopic comparisons between the

regions that were most susceptible to formation damage with the re-

gions that were most susceptible to oil mobilization of the kaolinite-

functionalized system suggest that flow diversion due to formation

damage plays a dominant role in low salinity increased oil recovery. . 102
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5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.1 Pore-level dynamics of the micromodel. (a) Clay-functionalized micro-

model is saturated with formation brine (see 5.1 for composition) to

mimic in-situ conditions. (b) Crude oil (see 5.2 for properties) cor-

responding to the formation brine is injected until the residual water

saturation is reached to mimic the process of petroleum migration into

the reservoir. (c) The micromodel is aged for two weeks to allow for

the crude oil, brine, and solids to interact and equilibrate. This is the

initial reservoir condition. (d) Initial high salinity brine (10 000 ppm

NaCl) is injected to benchmark the experiment with secondary recov-

ery results. (e) Improved oil recovery (∼ 6.5 % OOIP) is observed

following low salinity brine (4000 ppm NaCl) injection. (f) Surpris-

ingly, large (diameter ∼ 5 to 30 µm) emulsions form throughout the

pore-space during injection of deionized (DI) water. Emulsions are

formed spontaneously throughout the preferential flow paths along the

water-oil interfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
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5.2 Transition to mixed-wet behavior at the pore-scale due to aging. (a)

Prior to aging, water resides in smallest pores and macroscopic water

films surround silicon grains, consistent with water-wet systems. (b)

Following aging, macroscopic water films are no longer visible due to

crude-oil interactions with clay. Mixed-wet behavior is further exempli-

fied by crude oil displacement of brine in smaller pore-spaces (dashed

box areas in (a) and (b)). (c) Mixed-wettability at the pore-scale is

evident through observation of irregularly-shaped water-oil interfaces

due to interfacial pinning on the clay particles (c,i), presence of thin

oil films on the pore surface (c,ii), and occupancy of oil in smaller pore

spaces (a,b, dashed boxes). . . . . . . . . . . . . . . . . . . . . . . . . 115

5.3 Stability of 5 to 30 µm diameter emulsions at the pore-scale. (a) Emul-

sions throughout the preferential flow paths after freshwater injection.

(b) Emulsions are stable after one week of equilibration. . . . . . . . 117

5.4 Cartoon illustrations of the emulsion stabilizing agents. (a) Surface-

active components (surfactant) stabilized emulsions due to added crude

oil and brine chemistry. This is the type that has been reported pre-

viously to aid in low salinity improved oil recovery [45]. (b) Pickering

emulsions, as observed, are stabilized due to charged surfaces of the

clay particles that have been mobilized at salinities below the CSC for

clay particle detachment (i.e., at low salinities). . . . . . . . . . . . . 117
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5.5 Comparison of crude oil - brine system in the absence and presence

of clay. Pore-scale micromodel experiments show clean water-oil inter-

faces in the absence of clay (a) and stable emulsions in the presence

of clay (b), respectively. Bulk experiments show that in the absence

of clay (c), brine and the crude oil prefer to reside in their individ-

ual phases, i.e., no emulsions are formed. In the presence of clay (d),

however, stable Pickering emulsions are formed. The Pickering emul-

sions are stable over three years (b,d). We do not add surfactant to

the oil-water system, and thus no stable emulsions were formed in the

absence of clay (a, c). Charged clay-particle surfaces act to stabilize

the Pickering emulsions observed at both bulk- and pore-scales (b, d). 119

5.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.6 Pickering emulsification as a function of clay content in bulk-scale shake

tests. (a) Emulsification between crude oil and freshwater. No emul-

sions were formed for clay contents below 1.64 wt%. (b) Emulsification

between crude oil and the reservoir brine. No emulsions were formed

for clay contents below 0.81 wt%. (c) Characterization of emulsions

sizes as a function of kaolinite clay content shows a minimum clay con-

tent to form stable emulsions in the system, and that emulsions sizes

decrease with increasing clay availability. . . . . . . . . . . . . . . . 121
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5.7 Quantification of oil recovery from the clay-rich sandstone model sys-

tem. (a) Images are taken at 25 fixed locations across the micromodel

after each injection process to obtain a pore-averaged oil recovery fac-

tor. (b) Pore-level images of crude oil and brine distribution in the

micromodel at initial reservoir conditions (i), following the initial 10

000 ppm high salinity brine injection (ii), following the 4000 ppm low

salinity brine injection (iii), and following the freshwater and subse-

quent high salinity brine injection (iv). (c) Segmented images delin-

eating the oil (green), brine (blue), and grains (black) corresponding

to each stage in (b) are obtained through image processing. Due to the

two-dimensional nature of the micromodel platform, segmented images

delineating the area of each phase enables quantification for volumetric

saturations of the crude oil, So, and brine, Sw. (d) Oil recoveries calcu-

lated from the segmented images across the micromodel show an initial

oil recovery of ∼ 38% OOIP, followed by an increase of ∼ 6.5 % OOIP

after the low salinity waterflood, and an increase of ∼ 8 % OOIP after

the freshwater injection due to flow diversion from the spontaneous

Pickering emulsification of the crude oil. . . . . . . . . . . . . . . . . 123
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6.1 In situ growth of calcium carbonate (calcite) crystals within the mi-

cromodel pore space. Sporosarcina pasteurii bacteria were deposited

into the micromodel and in situ microbial growth was encouraged by

injection of the brain heart growth media (t = 0). Calcite precipitation

was induced with the injection of the urea/CaCl2 cementation solution

(t ≥ 1 hour). Calcite grains were grown securely on the pore surfaces

throughout the micromodel after ∼ 3 hours. Calcite grains appear

white due to their natural refractive tendencies without digital image

enhancement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.2 Experimental setup for high temperature, high-pressure microvisual-

ization of reactive transport in 2D calcite micromodel. The micro-

model is submerged in a heated water bath and two high pressure

pumps are used to deliver injection fluids and maintain system pres-

sure. The CO2 pump was used to reach reservoir pressures and deliver

the CO2-saturated acid to the calcite micromodel. The backpressure

(BP) pump was filled with DI water to maintain system pressure at

8.27 MPa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.3 Fabrication technique for the single-crystal, single-channel polymer mi-

crofluidic platform. (a) A single rectangular ridge was molded onto a

silicon wafer using standard photolithography and deep reactive ion

etching techniques. (b) PDMS was poured onto the silicon mold and

under-cured to ensure a secure seal between the embedded calcite crys-

tal and the channel surface. (c) The calcite-embedded open channel

was sealed with a second PDMS plate and heated until fully cured and

bonded (d). The embedded calcite crystal was 500 µm wide and the

channel was 1.5 mm x 200 µm in cross-section. . . . . . . . . . . . . . 134
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6.4 Grain-engulfment phenomenon in single-grain polymer microchannels.

(a) Time evolution of a single grain in an initially air-filled channel

(t = 0). Acid is introduced (t = 36.88 s), and thereafter the reac-

tion with the calcite grain is observed. Specifically, initial dissolution

reaction (t = 37.40 s, 37.52 s) is rapid and produces small CO2 bub-

bles due to exposed reaction sites introduced through the fabrication

process. Expenditure of the active sites and coalescence of small bub-

bles result in large bubbles (t = 45.00 s). Large bubbles are advected

downstream due to pressure buildup across its body (t = 65.00 s).

Continued growth of the CO2 bubbles around the calcite grain, how-

ever, is sustained (t = 205.00 s) and its coalescence leads to partial

engulfment (t = 388.00 s, 393.08 s) that results in asymmetric grain

dissolution. Occurrence of the grain-engulfment event (t = 393.40 s)

due to bubble collapse around the calcite grain isolates the grain from

further reaction, and subsequent dissolution is halted (t = 400.00 s, t

= 695.00 s) until the separate CO2 phase is diffused into the aqueous

phase. (b) Calcite grain volume decreases linearly over time prior to

complete grain-engulfment and remains constant thereafter until all of

the engulfing CO2 is solubilized into the aqueous phase (not shown). . 139

6.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
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6.5 Grain-engulfment due to separate CO2-phase formation in a calcite-

silicon micromodel. a, Grain-engulfment dominates the top calcite

grain that is shielded by the separate CO2 phase and rapid, dissolution

rates dictate dissolution of the bottom acid-exposed calcite grain. b,

Time-evolution of calcite grain boundaries. Regions protected by CO2

(diagonally-hatched) experience little dissolution and regions exposed

to acid (square-hatched) dissolve rapidly. c, Size of exposed (red) and

engulfed (blue) calcite grains show rapid, constant rate of carbonate

dissolution for single-phase regions and minimal dissolution for CO2-

wetted surfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

6.6 Extent of the grain-engulfment effect is minimized at conditions of slow

reaction rate relative to solubilization of CO2 in the aqueous phase.

(a) A separate, protective CO2 phase is not developed due to high

solubility of CO2 into the aqueous phase at elevated pressures. Calcite

dissolution (original grain outlines are traced for comparison) is rapid.

(b) Calcite was dissolved at a constant and rapid rate due to the lack

of a separate, protective CO2 phase. . . . . . . . . . . . . . . . . . . . 146
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6.7 Grain-engulfment dictating calcite dissolution at pore- and pore-ensemble

scales close to the well under geological conditions. (a) Ensemble-scale

carbonate dissolution and separate supercritical CO2 phase formation

at storage reservoir conditions. CO2-saturated 2 wt.% HCl acid is in-

jected at 5 m/day, 8.27 MPa, and 35 ◦C and long dissolution paths (i.e.,

wormholes) are observed macroscopically. (b) Pore-level calcite grain-

engulfment due to separate scCO2 phase. Pore-throat grains engulfed

by the separate CO2 phase are isolated from acid and experience no

dissolution whereas exposed pore-body grains dissolve rapidly. Initially

at t = 0, the pore displayed is saturated with scCO2 and CO2-saturated

acid is injected from left to right. Pressure fluctuations with flow in-

duce CO2-bubble snap-off in the small, water-wet pores and expose the

calcite grain to acid (t = 5 min). scCO2 bubbles are produced and wet

the grain, leading to grain-engulfment (t = 5 min, t = 8.25 min). Local

rates of dissolution are retarded due to calcite grain-engulfment by the

scCO2 (t = 24.75 min). (c) Comparison of ensemble- and pore-scale

calcite dissolution. Ensemble-scale calcite dissolution occurs at a con-

stant rate whereas pore-scale dissolution is dictated by local conditions

(exposed vs engulfed). . . . . . . . . . . . . . . . . . . . . . . . . . . 148

6.8 Ensemble-scale preferential flow path propagation due to separate CO2

phase grain-engulfment and acid diversion. . . . . . . . . . . . . . . . 149
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6.9 Phase map of grain-engulfment regimes. The grain-engulfment effect is

significant in regime III (green horizontal hatching) where reactive CO2

production rates exceed solvation rates of CO2 into the aqueous phase

(St < Da) and where transport-limited conditions dominate (PeDa >

1). At the Darcy scale, wormholing occurs in regime III where the

dissolution process is transport limited. Wormholing is a macroscopic

observation. The reaction product CO2 is diffused into the aqueous

phase directly in regime I (blue vertical hatching). A separate CO2

phase also forms in regime II (orange diagonal hatching). Reaction

limited conditions encourage relatively uniform growth of the CO2 phase.152

6.10 Grain-engulfment on the storage reservoir and sensitivity to acidity. An

acidic aqueous phase is injected through the left boundary and pressure

is maintained on the right boundary. No flow conditions are enforced on

the top and bottom boundaries. Separate scCO2 phase (gray) evolves

quickly throughout the formation. (a) At high acidity conditions (pH

= 1), separate CO2 phase develops throughout the entire reservoir

volume. (b) At low acidity conditions (pH = 2), separate CO2 phase

develops selectively in regions with local Da and St numbers that enable

separate, retained phase development (regime III) dictated by reservoir

heterogeneity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.11 Porosity map of the simulated reservoir in the region of interest. The

porosity ranges from 0.1 % to 50 %, with a mean of 35 %. . . . . . . 159
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6.12 Early-time simulation of CO2 injection into a heterogeneous carbonate

reservoir to investigate grain-engulfment at the reservoir scale. Pure

CO2 is injected through the injection well and pressure build-up is pre-

vented by withdrawing from the reservoir. The reservoir is maintained

at 50 ◦C. No-flow conditions are enforced on the boundaries. Separate

CO2 phase evolves at early times close to the injection well (a), and

acidified brine due to aqueous phase CO2 (i.e., increased CO2 molal-

ity) is identified ahead of the gas front (b). Sensitivity with respect

to CO2 injection rate shows that in comparison to low CO2 injection

rates (Qinj = 0.5 m3/day), the local separate CO2 phase saturation at

high CO2 injection rates (Qinj = 5 m3/day) is reduced but the local

CO2 molality is increased. . . . . . . . . . . . . . . . . . . . . . . . . 161

7.1 Composition of the crude oil by carbon number (C). This crude oil

is comprised of both light (C5 –10) and heavy (C11+) components.

Light components are mobile and capable of relatively rapid diffusion,

whereas heavy components are less so. . . . . . . . . . . . . . . . . . 168

7.2 Microscale Hele-Shaw cell with gap spacing, b, of 5, 15, and 30 µm. A

single crude oil droplet is encased between the top and bottom plates

and heptane solvent is introduced. Heptane and crude oil are miscible

and the system boundaries are held at constant pressure and immersed

in heptane. No external pressure gradient or flow is imposed. . . . . . 169
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7.3 Hele-Shaw cell experiment of mixing dynamics between heptane and

the crude oil. The orange circle denotes the original drop shape. Stage

I (t = 0 s to t = 24 s) involves mutual diffusion of heptane into and

light components out of the crude oil. Mixing and erosion of light crude

oil components due to heptane diffusion forms heptane fingers into the

crude-oil droplet. The fingers initiate and propagate in a fractal-like

manner until light crude-oil components have been dispersed. This

stage is fast and on the order of 30 seconds. Stage II (t > 24 s) involves

the diffusion of heptane and heavy crude-oil components and is slower

(on the order of minutes). Heptane diffusion into the heavy crude

oil components causes crude oil swelling and blurs out the fractal-like

fingers from the first light-component mixing stage. . . . . . . . . . . 171

7.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

7.4 Perturbations to the interface were not observed for non-volatile crude

oil and solvent pairs where the light, volatile components in the crude

oil were liberated in advance of the experiment. . . . . . . . . . . . . 174

7.5 Most unstable wavelength. The system consistently exhibits fingering

at the most unstable wavelength of λc ∼ 272 µm ± 69 µm for a gap

spacing of 5 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

7.6 Dynamic interfacial tension between the crude oil and the heptane.

Interfacial tension is estimated using experimental measurements of

the characteristic wavelength, λc, the gap separation, b = 5 µm, and

the interfacial velocity, V . The maximum and minimum induced in-

terfacial velocities are measured at the finger tip and the finger edge,

respectively, to calculate the maximum and minimum dynamic inter-

facial tension. The calculations show a clear gradient in the dynamic

interfacial tension. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
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7.7 Occurrence of spontaneous fingering with gap spacing. The cut-off

length-scale in the present crude oil - heptane system is a gap spacing

of b ∼ 15 µm. Larger gap spacings, i.e., larger pore spaces, do not

benefit from the enhanced mixing of spontaneous fingering. . . . . . . 179

7.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

7.8 Time-evolution of interface fractal dimension showing the fingering pro-

cess between one-dimensional advection and diffusion-limited aggrega-

tion [219]. Absence of an imposed flow on this system results in initial

diffusively-dominant mass exchange between the solvent and light com-

ponents in the crude oil (t = 0 s to t = 8.72 s). The resulting interfacial

destabilization process is fractal-like in that each perturbed interface is

perturbed recursively. Diffusively-driven interfacial perturbation from

a flat interface (Df,flat = 1) towards a diffusion-limited aggregation con-

dition (Df,DLA = 1.68 ± 0.04) is characterized by a growth in fractal

dimensionality from Df = 1.55 to Df = 1.67. Diffusion-driven growth

is sustained until hydrodynamic forces, i.e., Marangoni forces domi-

nate (t = 8.72 s to t = 10.96 s), resulting in enhanced mass exchange

between the crude oil and the solvent. Reduced diffusive effects in re-

lation to hydrodynamics hinder the interfacial instability, resulting in

a more one-dimensional finger and the reduced fractal dimensions (Df

= 1.67 to 1.58) of the local interface. Mass exchange at late times (t

> 10.96 s) is limited due to excess solvent and scarce light components

available for extraction from the crude oil. This enables a return to

the diffusively-dominant regime where interfacial instabilities develop

and correspond to the increase in the local fractal dimension from Df

= 1.58 to 1.66. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
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7.9 Velocity of fractal-like finger propagation and light components ex-

traction for a gap spacing of b = 5 µm. (a) Fingering evolution at

different times. Self-similar fractal-like fingers propagate at a constant
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Chapter 1

Introduction

1.1 Global Energy and Environmental Challenges

Energy, and access to reliable energy in particular, underlies global societal challenges

in health, the environment, and poverty. The grand challenge of supplying reliable

energy to meet rising societal demands while minimizing deleterious environmental

impacts, therefore, is one of the most pressing global challenges that society faces in

the 21st century.

Current energy infrastructure relies heavily on fossil fuels [1]. Specifically, trans-

portation, aviation, manufacturing, and plastics are reliant upon petroleum liquids

such as crude oil, extra-heavy oil, and bitumen. Associated with industrial pro-

ductivity are CO2 emissions to the atmosphere that contribute to climate change.

Integration of renewable resources into the current energy infrastructure and stor-

age of industrially produced CO2 in the subsurface present opportunities to curb the

associated environmental impacts.

Despite global efforts to advance renewable technology, global petroleum liquids

consumption continues to increase, growing from 87 million barrels per day (b/d) in

2010 to 100 million b/d in 2018 [2]. The estimate of the petroleum liquids consumption

1
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is projected to reach 115 million b/d by 2040 [2, 1]. With growing demands, methods

of petroleum resources recovery must be developed that have lesser environmental

impacts. It is important to recognize that the combined oil recovery from primary

pressure-driven and secondary brine injection processes, the methods most used in

the industry, are limited to 15 to 40 % of the original oil in place (OOIP) [3]. That

is, the majority (60 to 85 %) of the available oil is not extracted.

Improved oil recovery methods aim to recover the remaining resource. Effective

oil recovery and CO2 storage, however, are challenged by the complexity of geological

systems. First, the behavior of fluids in subsurface systems are described at multiple

scales (i.e., multi-scale physics). Specifically, petroleum and CO2 storage reservoirs

are porous rock material that span several kilometers in the subsurface. The pore

spaces of the geological reservoir material, however, are on the sub-millimeter length-

scale. Fundamental understanding of the dynamics of subsurface reservoir engineering

processes such as oil recovery and CO2 storage therefore relies on delineation of the

underlying pore-scale dynamics.

Second, heterogeneities in the geological reservoir material complicate fluid trans-

port. Structural and compositional complexities such as grain- and pore-size distribu-

tion, pore surface morphology, and grain mineralogy are inherent in subsurface reser-

voir materials as a result of the natural geological deposition process. Specifically,

mineralogically complex materials such as charged clay micro- and nano-particles,

reactive carbonate minerals, and low permeability shale complicate the dynamics of

fluid transport through fines migration, pore-plugging and formation damage, reactive

transport, and complex fluid behavior in nanoscale pores. Thorough understanding

of fluid-mineral interactions are therefore of fundamental interest to assess and design

subsurface reservoir engineering processes.

Third, subsurface fluids are complex. In enhanced oil recovery, oil-containing

pores are generally co-occupied by formation brine, crude oil, and an injection fluid.



CHAPTER 1. INTRODUCTION 3

That is, fluids of multiple phases are present in the porous medium. Moreover,

reservoir fluids tend to be complex in composition. Thermodynamic and transport

behavior of multi-component fluids, for example reservoir-scale flow patterns due

to immiscible and miscible displacements and brine-acidification in the case of CO2

storage, are complicated to predict and thus require studies to provide fundamental

understanding.

Pore-level dynamics at the sub-millimeter length-scale dictate the fundamental

transport and behavior of subsurface systems. To improve oil recovery from the earth,

it is therefore of critical importance to first delineate the fundamental fluid-fluid

and fluid-mineral interactions in subsurface systems. Fluid-fluid and fluid-mineral

interactions assessed in this dissertation are (i) the interactions between crude oil,

brine, and clay in the interest of identifying the underlying mechanisms dictating

the low salinity effect in clay-rich sandstone, (ii) the reactive transport of acidified

brine through carbonate porous materials in the interest of assessing CO2 storage

security, and (iii) the interfacial dynamics between two miscible fluids in the interest

of understanding solvent-enhanced oil recovery. The following subsections provide

context towards each theme.

1.2 Low Salinity Waterflooding

Low salinity waterflooding is a promising technique for increasing oil recovery from

sandstone reservoirs, especially in an economic manner. Tang and Morrow [4] first

suggested the use of smart water injection, i.e., injection of brine that is composition-

ally dissimilar from that of the formation brine, either with different ions or reduced

concentration of ions, to increase oil recovery in sandstone cores. Since then, many

experiments have been performed at the core and reservoir levels with mixed results.

Specifically, core flooding experiments suggest that low salinity waterflooding may
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lead to additional recovery of 5-20% of the original oil in place (OOIP) [5], while

other experiments have shown little to no production response to low salinity brine

injection.

Several mechanisms have been proposed to delineate the increase in oil production

as a result of low salinity water injection (i.e., the low salinity effect), however sig-

nificant disagreement exists among the literature. The current lack of understanding

in the mechanisms dictating the low salinity effect is hindering our ability to (i) pre-

dict which reservoirs will respond to low salinity brine injection, and (ii) predict the

recovery response of the reservoir. The remainder of this section presents a review of

the necessary conditions for the low salinity effect as well as experiments and theories

from the literature that aim to explain this phenomenon.

1.2.1 Necessary Conditions for the Low Salinity Effect

Crude oil/ brine/ rock (COBR) interactions are critical to the response of the reservoir

to low salinity waterflooding [4, 6, 7, 8, 9]. Previous studies in the literature show

that the necessary conditions for increased oil production with decreased injection

brine salinity are: (i) crude oils with charged polar components, (ii) the presence

of potentially mobile clay particles, and (iii) the establishment of initial reservoir

condition [4, 9, 10]. Specifically, experiments performed (i) with mineral oils lacking

charged components, (ii) in the absence of clay particles, and (iii) without sufficient

aging (i.e., equilibration between the various components in the crude oil, brine, and

rock) showed negligible increases in oil recovery with low salinity brine injection. It is

therefore important to understand the interactions between the crude oil, brine, and

rock surface that govern wettability and ultimately oil recovery during low salinity

brine injection. This review proceeds with an overview of the required components

for the low salinity effect to take place.



CHAPTER 1. INTRODUCTION 5

Components in Crude Oil

Crude oils are complex mixtures of organic molecules that range in size (from one

carbon atom to hundreds of carbon atoms), composition (simple hydrocarbons to

asphaltenes rich in oxygen, nitrogen, and sulfur), structure (straight chain hydro-

carbons to aromatic rings), and polarity (nonpolar saturates to polar resins and as-

phaltenes). Physical and chemical properties are used to characterize crude oil based

on its saturates, aromatics, resins, and asphaltenes (SARA) composition. Specifically,

asphaltenes are the heaviest, most polar components of crude oil. The components

of crude oil, by order of decreasing polarity, are asphaltenes, resins, aromatics, and

saturates.

The presence of polar components in crude oil strongly affect the wettability of the

reservoir rock and is a key component in the efficacy of low salinity waterflooding pro-

cesses. In particular, adhesion of crude oil onto mineral surfaces can alter an initially

water-wet system towards mixed- or oil-wet conditions. Experimental evidence shows

that crude oil adhesion on solid surfaces, and hence wettability properties of the pore

space, is a strong function of the pH, temperature, and salinity of the system [11].

Specifically, the strong dependence upon pH suggests that the polar acid/base com-

ponents play a significant role in determining the wettability of the porous medium.

Benner and Bartell [12] first suggested that surface active polar components in crude

oil affected rock wettability by chemisorption of (i) basic polar compounds onto acidic

silica surfaces or (ii) acidic polar compounds onto basic limestone surfaces.

Furthermore, Tang and Morrow [4] showed that low salinity waterfloods increased

oil production in sandstone cores with crude oil but showed negligible effects for the

cores with mineral oils. Oil composed of only saturates and aromatics (nonpolar

components) is expected to be non-wetting on most mineral surfaces, whereas crude

oils with a continuum of high molecular weight asphaltenes and resins (polar acid/base

components) lead to oil-wet conditions, especially in the presence of charged clay
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particles.

Clay in Sandstone

Naturally occurring sandstones that encompass petroleum reservoirs often contain

significant amounts of clay that are natively adhered to the surface of sand grains.

In this work, clay is defined by its mineral composition and crystalline structure.

Specifically, clay are hydrous aluminium phyllosilicates ((Al,Si)3O4) organized in two-

dimensional sheet-like structures. Clay constituents can drastically change the over-

all wettability and petrophysical properties of the rock due to its physiochemical

attributes [13]. Specifically, physiochemical properties such as shape, size, surface

charge, surface charge distribution, capacity to shrink/swell, and cation exchange ca-

pacity of clay minerals within the pore space dictate the interaction of fluids with the

porous medium and the associated transport dynamics [14].

Physiochemical properties group clay minerals into four main categories: kaolinite,

montmorillonite/smectite, illite, and chlorite [15, 16]. Kaolinite (Al2Si2O5(OH)4) is

the predominant clay mineral found in sandstones. Figure 1.1 shows kaolinite as

pseudohexagonal plates that are stacked in loose booklets.
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Figure 1.1: Kaolinite as booklets of stacked pseudohexagonal plates in natural sand-
stone. Image courtesy of C.M. Ross [17].

The surface charge of kaolinite is heterogeneous [18]. Specifically, the basal sur-

face of kaolinite carries a small negative charge that is independent of pH due to

the isomorphous substitution of Si4+ by Al3+ [18, 19]. Hydrogen bonding between

the hydroxyl groups on the aluminum sheet and the oxygen molecules of the silica

sheets on the basal surfaces give rise to the booklet structure of kaolinite. The edges of

kaolinite, however, consist of aluminum atoms terminated by hydroxyl groups (OH−).
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Charges of clay edges are thus dependent upon pH due to the protonation/deproto-

nation of the surface hydroxyl groups [14, 18]. The reactivity of clay particles is

therefore heavily dependent upon the composition of the fluids that surround it.

The cation exchange capacity (CEC) is a measure of the ability of a material to

exchange cations with a solution. The CEC of kaolinite is due mostly to the edge

charges. Kaolinite has a low CEC (3-15 meq/100g) and is non-swelling in nature.

Montmorillonite ((Na,Ca)0.33(Al,Mg)2(Si4O10) (OH)2·nH2O), in contrast, is a swelling

clay with high CEC (60-100 meq/100g) [15, 20].

Surface properties impact the interactions between the clay particles, formation

brine, and specific components in the hydrocarbon significantly and can drastically

change the transport of fluids in the subsurface [21, 22, 23]. The impact of clay on

microscale transport in porous materials is therefore of fundamental importance to

our ability to manage our subsurface resources.

Crude Oil/ Brine/ Rock (COBR) Interactions

The complexity of charged crude oil components and of clay particles underlies the

interactions between crude oil, brine, and rock in porous systems. In effort to explain

the low salinity phenomenon, four main COBR interactions have been proposed (Fig.

1.2). First, polar interactions between the crude oil and the solid surface in the

absence of a water film can lead to direct adsorption of asphaltenes onto mineral

surfaces that alter the local wettablity (Fig. 1.2a). Specific factors that dictate

oil-mineral adsorption include the type of clay present, cation exchange capacity of

the clay, nitrogen content of the crude oil, and polar components in the crude oil

[24, 25, 26]. Second, precipitation of asphaltenes onto the rock surface can arise from

poor solubility of asphaltenes in the crude oil (Fig. 1.2b). Contact angle, imbibition

rate, and adsorption measurements indicate that surface adsorption increases for oils

with poor asphaltene solubilities, leading to increased oil-wetness of the pore space.
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Third, acid/base interactions between the crude oil, brine, and solid surfaces control

surface charges at the fluid/fluid and fluid/solid interfaces, leading to alterations in

rock wettability (Fig. 1.2c). Specifically, oil and solid surfaces become charged in the

presence of water by (i) depotonation of polar functional groups to become negatively

charged acids, or (ii) protonation of polar functional groups to become positively

charged bases [27]. Fourth, ion binding between charged sites and greater valency

ions can dictate the extent of wettability alteration (Fig. 1.2d). Ion binding between

crude oil, Ca2+, and solid surfaces, for example, drastically promotes wettability

alteration [11].
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(a) Polar functional groups in crude oil. (b) Surface precipitation of charged solids.

(c) Acid/base interactions. (d) Ion binding to charged surface sites.

Figure 1.2: Interactions between crude oil, brine, and rock (COBR) that dictate pore-
level wettability, modified from Buckley et al 1997 [28]. (a) Polar interactions between
oil and rock in the absence of a water film increase oil-wettability. (b) Precipitation
of heavy polar asphaltenes onto rock surfaces due to poor solubility of asphaltenes
in the crude oil increases oil-wettability. (c) Protonation and deprotonation of oil
and solid polar functional groups lead to water-film instability and increase in oil-
wettability. (d) Ion binding between charged sites and salt ions in the brine promote
oil-wettability of the rock.
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Wettability of Porous Media

Rock wettability is a key determining factor in the recoverability of oil from the

subsurface. Clean, unaltered sand is strongly water wet [11]. Clay, on the other

hand, is oil wet [22, 29]. The presence of clay particles in the pore space drastically

alter the overall wettability of the porous medium from water-wet to mixed- or oil-wet

conditions. Laboratory experiments show that reservoir cores can imbibe both water

and oil due to heterogeneous surface wetting properties [11].

Systems with increasing oil-wettability generally result in lower recovery factors as

compared to those in mixed-wet or water-wet systems for economic amounts of water

injection. It is therefore of practical interest to drive the wettability of the porous

medium towards more water wetting conditions. In order to alter the wettability of

the pore space towards increasing water-wettability, it is important first to understand

the conditions that brought about the mixed-wet condition in initial reservoir rock.

Mixed-wet pore surfaces are attributed to (i) Dalmatian or fractional wetting due to

the heterogeneous distribution of pore lining minerals (clay particles) within the pore

space [30], and (ii) initial fluid distribution due to initial water-wet conditions and

subsequent COBR interactions within the porous medium [31].
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(a) Stable water films between nonpolar
oil and water-wet solid.

(b) Invasion of crude oil with polar
components into a water-wet pore.

(c) Adsorption of large polar components
at the oil/brine interface.

(d) Adsorption of large polar components
onto the pore walls in the case of water
film destabilization. The altered region

becomes oil-wet.

Figure 1.3: Wettability alteration of an initially water-wet pore due to COBR inter-
actions. Modified from Kovscek et al., 1993 [11].

Figure 1.3 shows a possible mechanism for describing pore-space wettability al-

teration from water-wet to mixed-wet conditions due to COBR interactions [11]. A
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triangular capillary is initially saturated with brine, followed by drainage due to inva-

sion of (a) nonpolar oil (i.e., saturates and aromatics), and (b) crude oil (hydrocarbon

mixture including polar resins and asphaltenes). The invasion of nonpolar oils (e.g.,

mineral oils) results in the formation of a stable water film between the solid surface

and the oleic phase (1.3a) and the rock surface remains water-wet. The invasion of

polar oils (e.g., crude oils), however, lead to interactions between the crude oil, brine,

and rock that disrupt the initially stable water film and ultimately alter the pore

surface towards increasing oil-wettability. Figure 1.3b shows the initial fluid distri-

bution following crude oil invasion into a brine-filled water-wet pore. Interactions

between the crude oil and the brine can lead to adsorption of polar components at

the oil/brine interface (Fig. 1.3c). Further COBR interactions or disruptions to the

system (e.g., change in pH, salinity, temperature) can destabilize the water film and

lead to direct adhesion of polar oil components onto the pore surface, leading to local

oil-wettability (Fig. 1.3d).

1.2.2 Proposed Mechanisms Driving the Low Salinity Effect

Five main mechanisms have been proposed to explain the increase in oil recovery as-

sociated with low salinity brine injection: (i) fines migration, (ii) multi-component ion

exchange (MIE), (iii) pH variation, (iv) formation of micro-emulsions, and (v) salting

in. This section provides a basic understanding of each of the proposed mechanisms.

Fines Migration

Tang and Morrow reported increased oil recovery as a result of low salinity brine

injection into Berea sandstones with high clay content [4]. Importantly, significant

production of kaolinite particles was observed in the effluent during low salinity brine

injection. It was thus proposed that the presence of clay and the mobilization of clay
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under low salinity conditions was critical to the increased oil recovery associated with

low salinity brine injections.

Mobilized fine clay particles, however, can impact rock wettability and ultimately

oil recovery by two antithetical mechanisms: (i) the detachment of oil-wet pore-lining

clays from the pore surface exposes the underlying water-wet sand and shifts the sys-

tem towards a more water-wet condition and hence increased oil production [4], and

(ii) the flocculation and agglomeration of the mobilized fines obstructs pore throats

and leads to formation damage [32, 33, 34]. Lager et al. reported increased oil pro-

duction with low salinity waterfloods in clay-rich sandstones without apparent fines

migration and permeability reduction [10]. Furthermore, core- and field-scale exper-

iments in clay-rich sandstones have shown mixed responses to reduced salinity brine

injection [35, 36, 37, 38]. These results suggest the possibility of other mechanisms

at play, and that the impact of the presence of clay particles in the pore space must

be thoroughly investigated.

The literature presents several studies to delineate the fundamental mechanisms

that cause clay particles to detach from the pore surface [23, 32, 39, 40]. Specifically,

the DLVO (Derjaguin, Landau, Verwey, and Overbeek) theory has been applied to

describe the interplay of attractive van der Waals forces and repulsive double layer

forces between the clay particles and sand grains; these interactions define the condi-

tions at which clay particles are released. Effects such as the impact of cation species

on clay detachment, however, are not well accounted for by the DLVO theory with-

out other considerations (e.g., electroselectivity) [41]. A mechanistic understanding

of pore-level clay mobilization under different reservoir conditions is required.

Multi-Component Ion Exchange (MIE)

Multi-component ion exchange involves the competitive exchange of injection brine

ions for polar organic compounds at the exchange sites on the pore surface [42].
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Specifically, cation type and concentration of the injection brine play a key role in

determining the release of oil from the pore space. At high salinity, crude oil can be

adsorbed onto reservoir rock by (i) multivalent cations at a clay surface bonding with

polar components of the crude oil, and (ii) displacing the most mobile cations on the

clay surface for direct adsorption of the polar oil components onto the pore surface

[42]. Injection of low salinity brines, however, replaces the polar organic compounds

with multivalent cations and leads to release of polar oil components from the pore

surface.

The DLVO theory suggests that oil adsorbs onto clay surfaces via eight mecha-

nisms: cation exchange, protonation, anion exchange, water bridging, cation bridging,

ligand bridging, hydrogen bonding, and van der Waals interaction. Specifically, the

four mechanisms that are strongly affected by low salinity brine injection are cation

exchange, cation bridging, ligand bridging, and water bridging [10, 42]. First, cation

exchange refers to the replacement of metal cations that were initially bound to the

clay surface by molecules that contain quaternized nitrogen or a heterocyclic ring [10].

Second, cation bridging is a weak adsorption mechanism between polar functional

groups and exchangeable cations on the clay surface. Third, ligand bridging involves

direct bonding between multivalent cations (M+) and carboxylate groups (RCOO−);

this leads to the detachment of organometallic complexes (RCOO−M) from the min-

eral surface. Fourth, water bridging is similar to cation bridging and occurs in the

presence of exchange cations that are strongly solvated (e.g., Mg2+). Specifically, wa-

ter bridging refers to the complexation between polar functional groups of the organic

molecule and the water molecule that solvated the exchangeable cation.
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Figure 1.4: Four mechanisms of crude oil adsorption onto clay surfaces that are
strongly influenced by brine salinity. Modified from Lager et al., 2008 [42].

pH Variation

Tang and Morrow [4] showed increased effluent pH due to low salinity brine injections

that resulted in increased oil recovery similar to alkaline flooding. Two mechanisms

have been proposed to explain the increase in alkalinity: (i) dissolution of carbonate

material in the rock, and (ii) cation exchange on clay mineral surfaces [10]. The

dissolution reaction of carbonate material results in an excess of OH−, thereby raising

the pH of the reservoir fluids. Carbonate dissolution is a slow process described by

the following two simultaneous reactions:

CaCO3 ! Ca2+ + CO2−
3 (1.1)

CO2−
3 +H2O ! HCO−

3 +OH− (1.2)
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Cation exchange, in comparison, is a faster process. Specifically, cation exchange

describes the process where previously adsorbed cations are replaced by H+ in the

injection brine. The adsorption of H+ onto the solid surface results in a reduction of

its concentration in the aqueous phase, thereby raising the pH of the reservoir fluids.

At the displacement front, the alkaline brine increases oil recovery effectiveness by

reducing the oil/brine interfacial tension, altering the wettability of the pore surface,

formation of oil droplets inside the crude oil, and emulsification of the oil and brine

[43]. Conflicting experimental evidence, however, suggest that proton buffering (i.e.,

desorption of H+ from oxides and organic matter as well as desorption of complexes)

will prevent the pH of the system from reaching high degrees of alkalinity [44]. Other

mechanisms must therefore be explored to explain the increase in oil recovery with

the injection of low salinity brines.

Micro-Emulsions

The formation of water-in-oil emulsions have been observed during low salinity flood-

ing in micromodels [45]. It has been proposed that the spontaneous generation of the

micro-emulsions is due to the release of surface-active components from the oil-water

interface. Specifically, the generation of micro-emulsions increased oil recovery by two

mechanisms: (i) alteration of oil-wet pores towards increasing water-wettability, and

(ii) swelling of high salinity connate water to remobilize trapped oil. First, the release

of surface-active agents from the oil/water interface disrupts the surface charges at

the oil/water interface (e.g., more negatively charged interface following from release

of positively charged basic surfactants) and leads to expansion of the electrical double

layer. This results in a more water-wet condition. Second, the formation of water-

in-oil emulsions at the low salinity injection brine/oil interface and the coalescence

of the emulsions at the high salinity formation brine/oil interface can induce connate

water swelling and trapped oil remobilization.
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Salting-In and Salting-Out

Surface wetting conditions can be altered by salting-in and salting-out organic matter.

Salting-in refers to the increase of organic material solubility in brine with reduced

ionic strength, and salting-out refers to the decrease of organic material solubility in

brine with increased ionic strength [46]. Specifically, at low salinities the hydrophobic

portion of organic materials form hydrogen bonds with water structures that allow

for water solubility. Inorganic ions such as Ca2+, Na+, and Mg2+, however, break

up the water structures and reduce the solubility of the organic material in water.

The salting-in effect predicts that low salinity brine injection will increase the water-

wettability of the rock and lead to release of immobilized oil droplets previously

adhered to the pore surface.

The literature agrees that the five mechanisms presented above play a role in the

low salinity effect, however there is little agreement as to the extent of the roles that

each of the proposed mechanisms play in increasing oil recovery. Furthermore, there is

little consensus in core- and field-scale experimental results on the effectiveness of low

salinity brine injection in general. The design of the injection brine composition for

enhanced oil recovery requires a thorough understanding of the mechanisms that are

dictating the low salinity effect. Pore-level visualization of the dynamics during low

salinity brine injection must be achieved to understand the fundamental mechanisms

related to the low salinity effect.
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1.3 Reactive Transport and CO2 Storage in Car-

bonate Formations

Carbonate formations encompass both significant hydrocarbon deposits as well as

deep saline aquifers suitable for carbon dioxide (CO2) storage [47, 48, 49, 50]. Car-

bonate reservoirs, namely limestones and dolostones, account for more than 60% of

global oil reserves and more than 40% of global natural gas reserves [48]. Combined

CO2-enhanced oil recovery (CO2-EOR) and long-term CO2 storage post-production in

the carbonate layers of the Weyburn-Midale field currently comprise the largest CO2

storage project worldwide. It is therefore of great economic and public safety interest

to understand the behavior of fluids in carbonate rock. The following sections provide

an overview of carbonates and their surface properties, mechanisms associated with

the dissolution of carbonates, and the low salinity effect in carbonates.

1.3.1 Carbonate Rock

Carbonate rock are classified as either limestone (i.e., calcite-dominant rock, CaCO3)

or dolostone (i.e., dolomite-dominant rock, CaMg(CO3)2). Fluid transport through

carbonates drastically differ from that of sandstone formations due to its complex

pore geometry and surface characteristics. Six highly complex pore types can be

found in carbonate rock: interparticle, intraparticle, intercrystaline, moldic, fracture,

and vuggy pore structures [51]. Commonly, carbonates are described by a bimodal

pore size distribution consisting of macro- and micro-pores that lead to the generation

of mixed-wet reservoir conditions [11]. Furthermore, poor pore connectivity, complex

surface charges, and highly reactive pore surfaces further complicate fluid transport

through carbonates.
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1.3.2 Reactive Flow in Porous Media

Reservoir engineering involves the flow of complex fluids through subsurface forma-

tions. Carbonate reservoir rock are highly reactive, and the flow of acidic fluids dras-

tically alter the pore structure and permeability of the formation. The dissolution

of calcite plays a significant role in numerous reservoir-engineering applications. For

example, deep carbonate reservoirs amenable to CO2 storage are subject to pore-scale

dissolution due to the CO2-acidification of the reservoir brine. Furthermore, injection

of hydrochloric acid (HCl) is a common reservoir stimulation technique aimed at car-

bonates with poor connectivity to enhance reservoir permeability and hence overall

hydrocarbon recovery.

The chemical reactions involved with (i) acidizing poorly connected hydrocarbon

containing carbonate reservoirs and (ii) CO2–acidified brine migration through stor-

age reservoirs are as follows:

CaCO3(s) + 2HCl(aq) → CaCl2(aq) + CO2(g) +H2O(l) (1.3)

CaCO3(s) + CO2(aq) +H2O(aq) → Ca(HCO3)2(aq) (1.4)

Despite the differences in the overall reactions for the two engineering applica-

tions, mineral dissolution at the calcite crystal surface is governed by the same set of

simultaneous reactions given below:

CaCO3 +H+ ! Ca2+ +HCO−
3 (1.5)

CaCO3 +H2CO3 ! Ca2+ + 2HCO−
3 (1.6)

CaCO3 +H2O ! Ca2+ +HCO−
3 +OH− (1.7)
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Calcite Dissolution

Calcite dissolution in acids is a rapid heterogeneous reaction. The dissolution rate of

calcite in acids is influenced by (i) the reaction kinetics at the solid-liquid interface,

and (ii) the mass transfer of the reactants to and of the products away from the fluid

boundary layer. The pH of the injection fluid determines the rate-limiting mechanism

of the dissolution process. Specifically, for low pH fluids (i.e., pH < 4 at ambient

conditions), calcite is readily dissolved and thus the rate of dissolution is limited only

by the mass-transfer of reactants to the solid-liquid interface and the reaction rate.

For pH greater than 3.7, the reactants and products form a buffer system in the

boundary layer and thus calcite dissolution is limited by the rate of surface reaction

kinetics [52]. At low pressures (∼ 1 atm) the reaction releases CO2 in its gaseous phase

at the solid-liquid interface; this introduces a second, compressible phase to the fluid

flow problem that further complicates the pore scale hydrodynamics and the rate of

dissolution [53]. Currently, the strong pressure dependence of calcite dissolution in

acids is not well understood and must be studied for reservoir engineering applications

such as CO2 storage and formation stimulation.

Acidizing

Acidizing involves the injection of hydrochloric acid (HCl) into low permeability car-

bonates to dissolve pore-plugging minerals and enhance reservoir permeability. Typ-

ically brines with 1-15% HCl is injected due to its rapid reaction with the carbonate

matrix. Under these conditions, the dissolution of calcite is rapid, irreversible, and

mass transport limited. The literature presents numerous experimental studies on

acidizing carbonate reservoirs at the field and core scales, with the goal of finding

the optimal conditions to generate low resistance flow conduits to enhance reservoir
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permeability and thus overall oil recovery. Two conflicting recommendations with re-

spect to the optimal injection rates have been made: (i) the acids should be injected

at the highest rate possible without initiating fractures [54, 55]; and (ii) the acids

should be injected at low flow rates to result in optimal reservoir stimulation for a

given acid volume [56].

The evolution of rapid matrix-dissolution and the generation of heterogeneous flow

profiles due to HCl injection over time leads to the formation of highly conductive

flow channels (i.e., wormholes) [52]. Initial preferential flow paths due to pore-level

heterogeneities are enlarged due to dissolution of the rock matrix, and lead to further

preferential flow through that region. The magnification of the preferential paths

creates a low resistance channel for fluids to flow through. Wormholing increases

the permeability of the porous carbonate system and allows for petroleum to be ex-

tracted more readily. Similarly, matrix dissolution as a result of reaction with CO2-

acidized brine can influence the storage capacity and effectiveness of the reservoir for

CO2-sequestration. Previous studies have attempted to model the dissolution of the

carbonate rock matrix as a function of dimensionless parameters such as the Peclet

number (ratio of convective transport to diffusive transport) and the Damkohler num-

ber (rate of dissolution to rate of convective transport). The Damkohler number was

found to provide a suitable description of the various wormholing phenomena ob-

served [52]. Specifically, for mass-transfer limited dissolution, the Damkohler number

is given by Damt = aD2/3
e l/Q, Where De is the effective diffusion coefficient, Q is the

flow rate, l is the pore length, and a is a core-specific constant. Core-scale experi-

ments, however, cannot sufficiently capture the pore-scale dynamics that are required

to understand the reactive transport of fluids in carbonate rock. Pore-scale dynam-

ics dictate the overall flow behavior of fluids in porous media. Therefore pore-level

fluid-solid interactions, changes in pore structure, connectivity, and surface proper-

ties must be studied to provide a fundamental understanding of reactive transport
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through porous media.
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1.4 Miscible Fluid Interactions

Immiscible fluid injection corresponding to high mobility ratios M = Mdisp/Minj

results in multiphase instabilities that diminish the volumetric sweep, or overall re-

covery, of the crude-oil resource. Generally, the mobility Mi of each phase is defined

as Mi = kkri/µi, where k is the permeability of the porous material, kri is the relative

permeability of the porous material to fluid phase i, and µi is the viscosity of the

fluid phase i. In the case of oil recovery where the reservoir is initially saturated

with crude oil, the injection fluid may be brine and the displaced fluid the crude oil.

Brine is used widely due to its low economic requirements. Viscosity ratios between

crude oil and brine generally range from µoil/µbrine ∼ 100 to 105 [57, 58]. Relative

permeability is a dimensionless term from 0 to 1 one and is hence of low significance

in comparison. The high mobility ratio and the interfacial tension effects of multi-

phase tranpsort lead to interfacial instabilities of the Saffman-Taylor type [59] that

destabilize the injection front and thus create preferential flow paths, or fingers, that

drastically reduce the overall oil recovery efficacy from petroleum systems (Fig. 1.5a).

Injection of solvents that are miscible with crude oil, on the other hand, presents

an opportunity to circumvent the instabilities related to high mobility ratios and

multiphase transport (Fig. 1.5b). Of particular interest is the recovery of viscous

oils. Specifically, viscous oil such as heavy oil, extra heavy oil, and bitumen consist

of approximately 70 % of global oil resources [60]. Extraction of viscous oils, as

discussed above, is limited due its significant viscosity and susceptibility to fingering

instabilities. Fingering in petroleum reservoirs leads to early breakthrough where

the injection fluid following the path of least resistance flows through a single path

from the injector well to the producer well and hence bypasses the remainder of

the reservoir. Solvent injection aims to stabilize the injection front by eliminating

the interface between crude oil and the injection fluid, hence reducing the effect of
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fingering instabilities.

Water
Injection
Well

Injected Brine Oil and Water
Recovered

Fingering and Early Breakthrough

Solvent
Injection
Well

Injected Solvent Miscible Zone Oil Recovered

Piston-Like Displacement

(a) (b)

Figure 1.5: Illustration of oil recovery methods at the reservoir-scale. (a) Injection of
low-cost brine introduces multiphase, interfacial instabilities as a result of immisci-
ble fluid transport. Resulting fingering and early breakthrough of the injected brine
reduces the overall recovery of the crude oil resource. (b) Injection of miscible sol-
vents potentially circumvents the instability issues that plague water-based injections.
A piston-like displacement is expected due to the lack of interfacial tension at the
miscible zone.

Complex crude oil composition, however, introduces significant uncertainty in the

macroscopic behavior of solvent- enhanced oil recovery processes. Specifically, mixing

efficacy of solvent into the crude oil, swelling of crude oil due to solvent dissolution

[61], and potential formation damage due to solvent particle (e.g., asphaltene) precip-

itation [62] must be resolved. Importantly, these are all dynamics at the fundamental

microscopic pore- and interface-scales.

Fluid-pair interactions under imposed flow have been studied extensively [59, 63,

64, 65, 66]. Specifically, Hele-Shaw cells, where the fluids are confined between two

parallel plates, are used to replicate the effect of porous reservoir rock. Typical

Hele-Shaw configurations (Fig. 1.6) involve a viscous fluid, for example oil, that
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saturates the gap spacing between the two parallel plates, with a less viscous fluid,

for example brine, that is injected into the gap spacing to displace the original fluid

phase. Advantageously, by manipulating the optical properties of the parallel plate

material, direct visual observation of the fluid fingering process is achieved [65].

Less Viscous
Injected Fluid

More Viscous
Displaced Fluid

b

Figure 1.6: Hele-Shaw type experimental setup. Fluid of low viscosity is injected into
the gap spacing between two parallel plates that is initially saturated with a high
viscosity fluid.

Direct observation of flow instabilities under the Hele-Shaw configuration, in com-

bination with its simple geometric constraints, allowed the development of analytical

delineations such as the Saffman-Taylor solution [59] for interfacial instabilities as a

smaller viscosity fluid displaces one of larger viscosity [59, 67, 68, 69]. The developed

models have enabled improved understanding of oil recovery processes such as the

injection of immiscible brine as a method to displace crude oil. Recent emphasis on

enhanced oil recovery and subsurface CO2 storage have given rise to studies on par-

tially miscible fluid-pairs. In particular, the low interfacial tension fluid-pair water

and glycerol is used extensively as a proxy to miscible subsurface fluids [70, 71]. Low

interfacial tension experiments using the single-component water-glycerol pair show

surprising interactions, namely regular interfacial instabilities and ramified fingers,

during the injection of one fluid phase into the other.

Subsurface systems are characterized by slow or no flow (velocity ∼ 1 m/day) con-

ditions and complex fluid compositions (e.g., crude oil). Studies of such low Peclet
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number (Pe = advection rate/ diffusion rate) systems, especially those in microcon-

fined geometries, have been sparse. To understand and design solvent- enhanced oil

recovery, much progress is required in the study of complex fluids, for example crude

oils, and their interaction with fluids that are miscible completely (i.e., not partially

or slowly miscible) at the microconfined scale.

1.5 Geological Complexity and the Need to go Small

Geological systems containing energy and environmental resources such as petroleum

and water reservoirs are large and complicated by an abundance of geometric, miner-

alogical, and compositional heterogeneity (Fig. 1.7). Hydrocarbon recovery and CO2

storage, for example, are reservoir engineering processes that span the field- (∼ 103

m), reservoir- (∼ 100 to 102 m), and ultimately microscopic pore-scales (∼ 10−9 to

10−4 m) [72]. Due to the porous character of geological systems, pore-scale dynam-

ics ultimately dictate the overall outcome of reservoir engineering processes. Small

length scales and large surface area to volume ratios mandate that the interactions

between fluids and solid surfaces, i.e., the rock matrix, underlie all transport dynamics

in geological systems. It is therefore important to recognize the complexities present

in geological systems.

Two main geological complexities impede current understanding of subsurface

transport: (i) geological fluids, and (ii) geological materials. Geological fluids such

as crude oil and brine are multicomponent, multiphase systems with complex phase

and interfacial behavior that fundamentally dictate the dynamics of pore-scale trans-

port through the subsurface. Geological materials (Fig. 1.7), commonly sandstones,

carbonates, and shale, are geometrically and mineralogically complex porous media
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where reactive transport and surface interactions are important. Large-scale geo-

logical systems, particularly those encompassing hydrocarbon and environmental re-

sources, are exceptionally complex and fundamental, small-scale understanding is

required to resolve these complexities.

Figure 1.7: Geological systems at industrially relevant reservoir-scale (∼ 100 to 102

m), ultimately dictated by fluid-rock interactions at the fundamental pore-scale (∼
10−9 to 10−4 m). Complexity arises due to the complex interactions between geological
fluids (e.g., multicomponent crude oil, brine, CO2) and geological materials (e.g.,
reactive carbonate, nanoscale shale, and charged clay-rich sandstone pore surfaces),
therefore necessitating visualization. (Reservoir-scale schematic adapted from IPCC
Special Report on Carbon Capture and Storage [73], and clay-rich sandstone SEM
courtesy of C.M. Ross [17].)
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1.6 Recent Advances in Microscale Visualization

enabled by Microfluidic Technology

Complexity necessitates visualization. Microfluidics, the study of fluid behavior at

the sub-millimeter-scale, lend well to direct visualization of pore scale fluid dynamics

that dictate engineering of geological systems [74]. Microfluidic devices are widely

deployed in biological and medical studies and are emerging as a powerful method

of visualizing the fundamental pore-scale dynamics that dictate the subsurface (Fig.

1.8). This section reviews the current state-of-the-art in microfluidics in the context

of geological systems, and highlights some recent advancements in capturing the full

complexities, and hence, the full physics, of transport in geological materials through

real-rock microfluidics.
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Figure 1.8: Microfluidic devices and applications towards subsurface engineering. (a)
Current state-of-the-art high temperature, high pressure, solvent-compatible microflu-
idic visualization platforms with representative pore geometry, i.e., micromodels, are
etched in silicon [75]. Corners and crevices important to transport through porous
media are replicated due to crystallographic etching in silicon. [Reprinted (adapted)
with permission from [75].] (b) Crude oil and brine transport dynamics is visual-
ized in a clay-functionalized sandstone micromodel (real-rock micromodel) to develop
fundamental pore-scale understanding towards improved oil recovery [76]. (c) Direct
visual mapping of fluid phase diagram using a pressure-temperature microfluidic de-
vice [77]. [Reprinted (adapted) with permission from [77]. Copyright 2016 American
Chemical Society.]

1.6.1 Current State-of-the-Art Microfluidic Porous Media

Some of the earliest microfluidics date back to the 1950’s where glass-bead visu-

alization cells were developed to understand transport through porous media [78].

Advances in micro/nano-characterization and fabrication and microscopy have since
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given rise to a new generation of silicon-based microfluidic platforms that enable di-

rect visualization of fluid transport through porous media with realistic pore geometry

[75, 79, 76, 80, 81] at high temperature, high pressure [82, 83, 84, 85, 86, 87, 88, 89, 90,

91], and solvent resistivity [92, 93] conditions experienced in real subsurface systems.

Nanofabrication techniques such as photolithography, plasma etching, and anodic

bonding enable precise control and a high degree of reproducibility in etched pore

geometry to give realistic geological pore geometries [75]. Microfluidic devices with

realistic pore geometries are called micromodels. Current state-of-the-art micromod-

els etched into silicon and bonded to transparent glass that enable direct visualization

of transport at the sub-millimeter scale [75]. Importantly, pore geometries etched in

silicon reproduce the geometric corners and crevices that are important to flow in real

geological materials (Fig. 1.8a). Surface chemistry and mineralogy, however, are not

captured with silicon and glass alone [80, 94, 95, 96].

1.6.2 Capturing Mineralogical Complexity with Real-Rock

Microfluidics

Practical approaches in designing CO2 storage, hydrocarbon recovery, and contami-

nant remediation depend on the type of geologic material, i.e., rock, in the reservoir.

Recent novel advances incorporate representative mineralogy to converge micromodels

towards capturing real-reservoir behavior. Uniquely, mineralogically-functionalized

micromodels and pore geometry etched into real-rock materials, i.e., real-rock mi-

crofluidics (Fig. 1.8b), enables direct visual observation into pore-scale transport

dynamics between complex reservoir fluids with the rock mineral [94, 96, 97]. Real-

rock microfluidics are especially useful for studies of fluid behavior in non-siliciclastic

material, for example in carbonates and shale. The first implementation of real-rock

microfluidics leveraged calcite, a crystalline carbonate material, to capture microscale
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reactive transport dynamics in real-time [94]. Variations of the concept has similarly

been demonstrated in carbonate [98], shale [96] and coal [97] to investigate fluid-

mineral interactions at the fundamental microscale. In keeping with the advantages

of high pressure, high temperature, solvent compatibility, repeatability, and ease of

direct visualization, surface modifications to silicon- and glass-based microfluidics,

i.e., surface-functionalized micromodels, have been developed to capture the real-

rock behavior of fluid interactions with fine mineral particles [80, 76, 99, 100, 101]

and wettability due to mineralogical heterogeneities [80, 102, 103, 104]. Polymer and

glass-based microfluidics have also been developed to seed carbonate material into mi-

crofluidic devices to capture surface properties of carbonates such as wetting behavior

and two-phase transport [105, 106, 104].

1.7 Microfluidics in Application towards Energy

and the Environment

1.7.1 Reservoir Fluid Characterization

The small-scale nature of microfluidic platforms enables rapid and economic testing

with minimal fluid sample consumption. The result is a powerful technique for rapid

chemicals screening and fluid property characterization [107]. Specifically, rapid and

economic measurements of fluid properties such as phase behavior [77, 108, 84, 109,

110] (Fig. 1.8c), rheology [111, 112, 113, 114, 115, 116], diffusivity and solubility

[92, 117, 118, 119, 120], thermal properties [121], and interfacial interactions [122,

123, 124, 125, 126] have been demonstrated using microfluidic platforms. Suitability

of microfluidics towards enhanced oil recovery chemicals design and screening, e.g.,

surfactant and nanoparticle foam stability, have also been fruitful [127, 128, 129].

Solids precipitation due to solvent-crude oil interactions and phase change have also
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been characterized through microfluidic approaches [130, 131]. While the advantages

and versatility of microfluidics in fluid property and fluid interactions characterization

is clear, what is perhaps more powerful is the lens that microfluidics, and, real-rock

microfluidics, lends to direct visualization of pore-scale fluid-mineral interactions that

dictate fundamentally the transport of fluids such as crude oil or CO2 through porous

geological media.

1.7.2 Transport through Porous Media

The behavior of fluids through geological systems is complex due to the heterogene-

ity in geometry and in surface properties. Challenges in visualization stem from the

opacity of rock materials. The ability that real-rock microfluidics and micromod-

els offer to visualize fluid-mineral interactions directly at the pore-scale in real-time

provides an unprecedented opportunity to advance current gaps in fundamental un-

derstanding. Importantly, key areas in energy and the environment have benefitted.

Microfluidic advancement of fundamental understanding in wettability and multi-

phase transport reveal basic transport mechanisms that help bridge previous gaps

in knowledge [132, 133]. Direct visualization of pore-scale hydrate phase behavior

provide knowledge of reservoir-scale transport parameters, e.g., effective porosity and

permeability, that dictate the recovery of methane resources from such formations

[88, 89]. Clay-functionalized microfluidics (Fig. 1.8b) enable direct studies of particle

stability, migration, and influence on permeability during reservoir engineering pro-

cesses that underlie oil recovery [80, 76, 100]. Microfluidic visualization of low salinity

waterflooding, for example, have delineated the impact of wettability alteration, fines

migration, and osmosis on increasing oil recovery [80, 76, 100, 91]. Geological CO2

storage assessments using microfluidics provide direct insight on CO2 migration and

storage stability due to CO2 trapping and due to reactive transport through car-

bonate materials [75, 94, 131]. Micromodels with porous geometries have similarly
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been applied in fields pertaining to the study of reactive transport in groundwater

remediation as well as fuel cell applications [134, 135]. Hydrodynamics, reactions,

and fluid-solid interactions dictate multiphase, multicomponent transport through

complex porous systems. Direct visualization of fundamental pore-scale dynamics

enabled by microfluidics, and, specifically, real-rock microfluidics, presents a wealth

of opportunities to impact practical engineering applications.

1.8 Outline of Dissertation

This dissertation elucidates the fluid-fluid and fluid-mineral interactions that dictate

subsurface systems and engineering at the fundamental level. The contents of this

dissertation are organized into five main sections.

First, a clay-rich sandstone microvisualization system is developed to investigate

the interactions between crude oil, brine, and the solid rock matrix. This chapter is

motivated by a need to understand the sandstone formations that are ubiquitous to

both aquifers and petroleum reservoirs, and of which clay is a major constituent. The

release of clay particles from pore surfaces as a result of reduced injection fluid salin-

ity can greatly modify the recovery of hydrocarbons from subsurface formations by

shifting the wettability properties of the rock. A microfluidic approach whereby kaoli-

nite is deposited into a two-dimensional microfluidic network (micromodel) to enable

direct pore-scale, real-time visualization of fluid-solid interactions with representative

pore geometry and realistic surface interactions between the reservoir fluids and the

formation rock is demonstrated. Structural characterization of deposited kaolinite

particles agrees well with natural modes of occurrence in Berea sandstone; hence, the

clay deposition method developed in this work is validated. Specifically, more than

90% of the deposited clay particles formed pore-lining structures and the remainder
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formed pore bridging structures. Further, regions of highly concentrated clay deposi-

tion likely to lead to so-called Dalmatian wetting properties were found throughout

the micromodel. Two post-deposition treatments are described whereby clay is ad-

hered to the silicon surface reversibly and irreversibly resulting in microfluidic systems

that are amenable to studies on (i) the fundamental mechanisms governing the in-

creased oil recovery during low salinity waterfloods, and (ii) the effect of a mixed-wet

surface on oil recovery, respectively. The reversibly functionalized platform is used to

determine the conditions at which stably adhered clay particles detach. Specifically,

injection brine salinity below 6000 ppm NaCl induced kaolinite particles to release

from the silicon surface. Furthermore, when applied to an aged system with crude

oil, the low salinity waterflood recovered an additional 14% of the original oil in place

compared to waterflooding with the formation brine.

Second, an investigation into formation damage due to fines migration at low

salinities is presented. Fines migration results, potentially, in significant decreases in

reservoir permeability and, hence, the recoverability of crude oil from reservoirs. On

the other hand, low salinity brine injection is a promising technique for increasing

oil recovery from clay-rich sandstones in an economic manner. Clay detachment at

low salinity conditions, however, drastically alters fluid flow. This chapter uses clay-

functionalized micromodels to visualize directly the mobilization of clay at low salinity

conditions in (i) the absence of oil, and (ii) the presence of oil. Study results include

clay mobilization and pore plugging in the absence and presence of oil visualized by

saturating the clay-functionalized micromodel with high salinity brine followed by

injections of reduced salinity brines. Clay detachment and migration was observed in

oil-free systems for 4000 ppm NaCl low salinity injection brine. The extent of fines

detachment was quantified to determine the types of clay structures affected. Further-

more, fines migration, flocculation, and re-deposition were visualized directly. The

types of structures formed (i.e., pore-plugging, pore-lining, etc.) by the re-deposited
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clay particles are characterized to determine their impact on formation damage. Clay

detachment in the presence of oil was also visualized. Initial conditions analogous

to clastic reservoirs were established by allowing the crude oil, brine, and solids to

interact (i.e., age). Clay detachment occurred during 4000 ppm NaCl low salinity

oil recovery. Real-time, pore-level visualization revealed significant mechanisms dur-

ing oil recovery processes and their influence on multiphase flow. Specifically, pore

plugging particles in water-filled pores obstructed preferential flow paths and diverted

injection fluid to unswept regions thereby increasing oil production.

Third, fundamental mechanisms dictating low salinity waterflooding are investi-

gated. Low salinity waterflooding presents a low-energy, low-environmental impact

method to improve oil recovery from clay-rich sandstone formations. Fundamen-

tal mechanisms dictating improved oil recovery at low salinity conditions are not

well-understood currently. This chapter investigates low salinity waterflooding at

the pore-level to delineate fundamental mechanisms underlying oil recovery. Clay-

functionalized two-dimensional micromodels are used to provide direct visual obser-

vations of crude oil, brine, and clay particle interactions within the pore-space. Using

this microvisual approach, establishment of initial reservoir conditions show wetta-

bility evolution of the initially water-wet system towards a mixed-wet condition due

to clay-particle interactions with the reservoir fluids, i.e., crude oil and brine. Pore-

scale behavior during low salinity waterflooding shows spontaneous emulsification of

the crude oil and brine. Specifically, the emulsions generated are Pickering type sta-

bilized by the clay particles that were mobilized at salinities below the critical salt

concentration (CSC). Spontaneous generation of the stable Pickering emulsions re-

duces mobility through preferential flow paths, thereby resulting in flow diversion

of subsequent injection fluids to mobilize oil-filled pores. Leveraging the stability of

the Pickering emulsions, a sequential salinity cycling method is developed to improve

overall oil recovery by an additional 8 % of the original oil in place. Flow diversion
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due to spontaneous Pickering emulsification in preferential flow paths observed here

provides fundamental insight to the design and application of low energy-input, low

environmental-impacts techniques in the field.

Fourth, fluid-carbonate interactions are investigated under acidic conditions. As

a means to mitigate anthropogenic CO2 emissions, deep carbonate reservoirs hold

significant potential for long-term geological CO2 storage. Reactivity of carbonate

reservoirs, however, negatively impact storage formation integrity and hence jeop-

ardize sequestered CO2 storage security. Motivated by a lack of mechanistic un-

derstanding of multiphase reactive transport through carbonate porous media, we

develop a biogenically calcite-functionalized microvisualization device and find a new

micro-scale phenomenon that dictates porous carbonate rock dissolution. Specifically,

we observe the rock dissolution product, CO2, forming a separate phase that engulfs

carbonate grains and prevents further local reaction. Our findings demonstrate the

importance of multiphase micro-scale effects in reactive transport processes that were

previously not known. Overall, our results provide new fundamental understanding

of the fluid-rock dynamics that dictate CO2 storage security in carbonate reservoirs

and an opportunity to develop predictive pore-scale reactive transport models. The

new mechanism discovered here underlies many reactive transport processes in porous

media and is of fundamental importance to advanced understanding and design of

such systems.

Fifth, interactions between crude oil and solvents are investigated in the context

of solvent-enhanced oil recovery. Specifically, diffusion-driven interfacial dynamics

between the two miscible fluids are investigated. Heptane is diffused into viscous

crude oil in a microscale Hele-Shaw cell. No external pressure gradients are applied;

hence, the Peclet number is zero. The diffusive/dispersive process is dictated by a

two-stage dispersive mechanism owing to the multicomponent character of the crude

oil. Stage I is distinguished by the spontaneous fractal-like fingering of heptane into



CHAPTER 1. INTRODUCTION 37

the crude oil phase due to light components extraction from the crude oil. Stage II is

characterized by diffusive interactions between the heptane and the heavy components

in the crude oil. Extraction of light components exceeds the diffusion between heptane

and heavy components in stage I, thereby allowing a distinct interface to form between

heptane and the crude oil. Compositional gradients induce dynamic interfacial tension

gradients that lead to Marangoni-effect-driven convection. Marangoni convection cells

at the finger tips dictate local mass exchange and drive the self-similar fractal-like

finger splitting. Fractal analysis of the fingering process shows increasing fractal

dimensionality during the early diffusively-dominant fingering regime approaching

that of diffusion-limited aggregation (Df ∼ 1.67), and a drastic decrease in fractal

dimensionality thereafter due to Marangoni-effect-driven convection (Df ∼ 1.55). We

characterize the fractal finger growth and mass exchange, and calculate the local

dynamic interfacial tension. We find that spontaneous fingering, i.e., the presence of

stage I, requires small gap spacing and the presence of light extractable components

in the crude oil.

Lastly, this dissertation is rounded out with a review of the engineering science

contributions developed in this work and some suggestions for future opportunities

enabled by this work.



Chapter 2

Microfabrication and

Microvisualization

Fundamental understanding of subsurface systems requires the direct observation of

micro/nanoscale fluid-fluid and fluid-rock dynamics that ultimately underlie reser-

voir engineering processes. The work presented henceforth is in an effort to delineate

the most fundamental micro/nanoscale dynamics that dictate the management of ge-

ological energy and environmental resources. Specifically, microscale investigations

into the interactions between fluids and porous rock material were enabled by current

state-of-the-art microfluidic systems. Silicon-based microfluidic devices, in particular,

enable direct visual observation into the pore-space to delineate microscale dynamics

in a geometrically-representative platform and is the grounds upon which contribu-

tions from this body of work are based. This chapter describes the method of silicon-

based microfluidic device fabrication and the general framework of the experimental

apparatus used.

38
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2.1 Fabrication of Etched-Silicon Microfluidic De-

vice

Microfludic devices with representative pore geometry, hereafter called micromodels,

were fabricated in silicon to enable direct observation of the pore-scale dynamics.

Silicon was chosen as the substrate material due to its resistance to extreme tem-

peratures, pressures, and chemistry and its amenity to high precision etching. An

added benefit to using silicon substrates is the associated anisotropic etching. That

is, etched spaces in silicon preserve corners and crevices that are fundamental to flow

through geological porous materials.
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(a) Rock Material at the Microscale (b) Binarized Rock Grain and Pore Space

(c) Micro/Nanofabricated Rock Model (d) Macroscale View of Bonded Micromodel

100 µm 100 µm

5 cm

Figure 2.1: Overview of the etched-silicon microfluidic device (micromodel) fabrica-
tion process. (a) Representative pore geometry is delineated from a thin-section of
real rock material. (b) Binarized photomask with representative opaque grains (black)
and transparent pores (white) obtained through image processing of the thin-section
image. (c) Etched pore-geometry in a silicon substrate using photolithography and
plasma etching. [Reprinted (adapted) with permission from [75].] (d) A macroscopic
view of the micromodel device. The etched silicon device is bonded with glass to
enable direct visual observation of micro-confined flow in porous materials.

Techniques of etching into the silicon wafer are borrowed from existing methods in

silicon-based semiconductor manufacturing. Specifically, the method of etched-silicon

micromodel fabrication entails four main processes: (i) the recreation of representative

pore geometry from real rock materials (Fig. 2.1a); (ii) the photolithographic transfer

of the recreated pore geometry onto the silicon etching substrate (Fig. 2.1b); (iii) the

permanent etching of the pore geometry into the silicon substrate (Fig. 2.1c); and (iv)

the bonding of an optically transparent medium to enable flow and direct microvisual

observation into the pore space (Fig. 2.1d). The following describes in detail each of
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the four main processes used in this work.

2.1.1 Representative Pore Geometry

Porous rock material are complex in geometry, size, and chemistry. Specifically, size

and morphology of the pore spaces are of fundamental importance to fluid transport

due to the dominance of capillarity. Central to the pursuit of creating a model

platform that provides fundamental insight to the pore-scale dynamics of subsurface

systems is the achievement of geometric representation. The pore patterns used in

this dissertation are derived from images of thin-sections taken from real rock samples

such as the one shown in Fig. 2.1a. For example, in the thin-section shown in Fig.

2.1a, the polarized light micrograph shows grains in yellow, white, and orange, and

pore spaces in blue. Colors of the grains indicate differences in the intrinsic refractive

indices of the material, and, hence, the mineralogy.

For the purposes of achieving geometric representation of real rock, only the grains

and pore spaces are delineated. Image segmentation is used to delineate between

the solid grains and the pore spaces that fluids flow through. To transfer the pore

geometry onto the silicon etching substrate, the segmented image is binarized such

that the areas corresponding to the solid grains are opaque to light (black in Fig. 2.1b)

and the areas corresponding to the empty pore spaces are transparent to light (white

in Fig. 2.1b). The binarized image is used to create a photomask to enable transfer of

the pore geometry pattern onto the silicon wafer through means of photolithography.

The segmented image is stitched into a repeated pattern in order to construct a

porous matrix that is 5 cm × 5 cm. Inlet and outlet fractures are added to allow for

even pressure fields at the injection and production ports. The porous matrix hence

constructed has an average coordination number of 4; that is, each pore is connected

to 4 other pores on average. These dimensions, given the pore sizes of ∼ 50 µm,

give ∼ 300 × 300 pores, which far exceed the minimum number of pores required for
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representative elementary volume scaling in two dimensions [136, 137].

Photomasks used are generally of the printed transparency type or the etched

chrome mask type. In both cases, the areas corresponding to the grains, i.e., areas

that we want to preserve, are opaque to light, and the areas corresponding to the

pore spaces, i.e., areas that we want to etch, are transparent to light. Printed trans-

parencies are limited by the precision of the printer and scattering, and thus features

of the order of ∼ 20 µm or less are difficult to realize [138]. Etched chrome masks,

on the other hand, enable the precise transfer of geometries that are much smaller.

To create the chrome mask, a glass substrate coated with a thin layer of chrome

(∼ µm) is covered with UV-sensitive photoresist. The segmented thin-section image

is then printed onto the UV-sensitive photoresist and the exposed chrome is etched

away. The resulting chrome photomask is such that the regions where the chrome

remains are opaque to light, and thus correspond to the solid grains, and the regions

where the chrome is removed are transparent to light, and thus correspond to the

pore spaces to be etched away. The binarized chrome photomask is used to transfer

the pore geometry onto the silicon wafer through photolithography.

2.1.2 Photolithography

Real rock pore geometry is transferred onto the silicon substrate through means of

photolithography (Fig. 2.2a,b,c). Photoresist material is used to act as the transfer

agent between the chrome mask and the silicon wafer. Photoresist, however, is or-

ganic, while silicon wafers are inorganic. As a result, adhesion of photoresist to the

silicon surface directly is difficult to achieve. Central to the transfer of the chrome-

mask pattern onto the silicon wafer is the adhesion of a uniform photoresist layer on

the wafer.
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Silicon Wafer

Photoresist

Silicon Wafer

Photoresist

Etched Silicon Wafer

Silicon Wafer

Photoresist
Chrome Mask

UV

Etched Silicon Wafer

Photoresist

Micromodel

PhotoresistGlass

(a) Photoresist Coating (b) UV Exposure

(c) Photoresist Development (d) Plasma Etching

(e) Flow Ports Drilling (f) Anodic Bonding

Figure 2.2: Nanofabrication methods used in transferring the rock pore geometry
into the silicon substrate. (a) A thin layer of photoresis is spin-coated evenly onto
the silicon wafer. (b) Ultraviolet (UV) light is shone through the chrome photomask
onto the photoresist. Positive-tone photoresist is used in this work so that the regions
of photoresist exposed to UV light, i.e., the transparent pore space, are removed
and the regions of photoresist that is not exposed to UV, i.e., the opaque grains,
are retained in compliance with the photomask. (c) Photoresist exposed to UV is
degraded and becomes easily solublized in photoresist developer. (d) Removal of
UV-exposed photoresist leaves regions of silicon wafer unprotected and susceptible to
plasma etching. (e) Inlet and outlet flow ports are drilled to enable fluid delivery into
the etched microfluidic device. (f) Optically transparent glass is bonded anodically to
seal the device and to allow for direct visual observation of the microscale pore-level
dynamics.
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To enhance the transfer of pore geometry onto the silicon wafers (K prime, 100 mm

diameter, orientation < 1− 0− 0 >, thickness 500 µm, front side polished, back side

etched, WRS Materials), clean wafers are first dehydrated at 150 ◦C and primed with

a coating of HMDS (Hexamethyldisilazane, HMDS Prime Oven, Yield Engineering

Systems, Inc.). The priming treatment allows for improved coverage and adhesion

between the inorganic silicon oxide surface on the wafer and the organic photoresist.

Specifically, HMDS is a silane that bonds with both the inorganic wafer surface and

the organic photoresist. Preheating the wafer removes all water, both surface and

bound molecules, from the wafer to enable improved HMDS adhesion.

Upon priming, 1.6 µm of positive-tone photoresist (Shipley 3612) is spin-coated

(Silicon Valley Group) onto the silicon wafer (Fig. 2.2a). The coating thickness is

related to the etching time, and hence, etching depth. For an etch depth of 25 µm into

the silicon wafer, a photoresist coating of 1.6 µm is sufficient. The photoresist-coated

wafer is baked to aid in the stability of the photoresist material and to minimize the

dark erosion of photoresist material during development.

To transfer the pore geometry onto the photoresist, the chrome mask is placed

on top of the photoresist-coated wafer and is exposed to ultraviolet (UV) light (Karl

Suss MA-6 Contact Aligner). Specifically, to treat the 1.6 µm photoresist coating,

an exposure time of 1.6 s at a UV lamp intensity of 15 mW/cm2 is sufficient. Care

must be taken to ensure that the chrome-side of the photomask is in contact with

the photoresist to minimize the effect of scattering. Positive photoresist is degraded

upon exposure to UV light. In other words, the opaque grains that are protected

are unaffected and the transparent pore spaces that are exposed are degraded (Fig.

2.2b).

Following UV exposure, the photoresist-coated wafer is immersed into a bath of

photoresist developer to remove the destabilized photoresist that was exposed to UV

light (Fig. 2.2c). That is, we remove the pore-space regions of the photoresist material
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and expose the silicon surface to later etching. Photoresist in the unexposed grain

regions, on the other hand, are left intact and protected from later etching. To solidify

the remaining photoresist onto the surface of the silicon wafer to protect the grains

from being etched, the wafer is hard-baked for 120 s.

2.1.3 Plasma Etching

The hard-baked wafers are dry-etched (Fig. 2.2d) using inductively-charged plasma

deep reactive ion etching (Surface Technology Systems). The etching procedure is

based on the Bosch Process that alternates between a passivating plasma (C4F4) and

a silicon etching plasma (SF6). The etching rate for silicon is ∼ 2-3 µm per minute.

Generally, etch depths for the micromodels used in this work were ∼ 35 µm, or about

15 min of etch time. Importantly, due to the anisotropic etching associated with

the K-prime silicon wafer, vertical walls with sharp corners are achieved. This is

significant to studies on transport through porous media due to the importance of

capillarity in corners and crevices.

2.1.4 Flow Enabling

To enable the ingress and egress of fluids into the etched microfluidic channels, entry

ports were drilled into the etched silicon wafer (Fig. 2.2e). Specifically, a diamond drill

bit (1 mm diameter, DRILAX) was used to drill through the wafer. Upon drilling, the

etched wafer was cleaned atomically to remove all impurities, including photoresist,

dust, and silicon particles from the drilling process. Atomically clean silicon and glass

(Schott Borofloat 33 glass, S.I. Howard Glass, Worcester, MA) surfaces are required

for proper bonding between the two. The etched wafer was cleaned using sulfuric

acid/ hydrogen peroxide piranha (9:1 H2SO4:H2O2) at 120 ◦C for 20 mins to remove

all organics followed by a deionized water rinse to remove all other particulates. The
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clean silicon and glass substrates are then dried using nitrogen gas and subsequently

bonded to enable microconfinement and direct optical visualization (Fig. 2.2f).

Anodic bonding techniques were used to seal the glass to the silicon surface.

Specifically, the wafer is first heated for one hour at 500 ◦C to create an oxide layer.

The oxide layer serves two purposes: (i) to encourage bonding with glass; and (ii) to

functionalize the silicon surface closer to that of sandstone. Following the oxidation,

the glass plate is placed on top of the etched silicon surface and a voltage of 1000 V

DC is applied for one hour across top and bottom surfaces of the glass-silicon system

to bond the glass to the silicon.

The method of device fabrication described here is general and can be applied to

any type of desired geometry. The utility of silicon-based devices lies in their ability

to withstand elevated temperature, pressure, and reactivity conditions, and in their

ability to replicate a desired geometry. Importantly, silicon-glass microfluidics lends a

direct view into the pore-scale fluid-fluid and fluid-mineral interactions that ultimately

underlie the understanding and design of subsurface resources management. As such,

silicon-based microfluidics are used throughout this work. A list of the equipment

used in the fabrication process is listed in Table 2.1.
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Table 2.1: Equipment used to fabricate etched-silicon microfluidic devices.

Equipment Name Maker Purpose

K-Prime silicon wafer WRS Materials Etching substrate

Borosilicate glass wafer SI Howard Glass Co. Bonding substrate

HDMS Prime Oven Yield Engineering Systems HDMS coating

Spincoater Silicon Valley Group, Inc. Photoresist processing

MA-6 Contact Aligner Suss MicroTec UV exposure

ICP Deep Reactive Ion Etcher Surface Technology Systems Plasma etching

1 mm diamond drillbit DRILAX Create ports for flow

Type 1900 Hot Plate Thermo Scientific Anodic Bonding

6215A Power Supply Hewlett Packard Anodic Bonding

Squaroid Vacuum Oven Lab-Line PDMS curing

2.2 Fluid-Fluid and Fluid-Solid Microvisualization

Apparatus

Apparatus for direct optical microvisual observation of fluid-fluid and fluid-mineral

interactions were comprised generally of the silicon-based micromodel, a microscope

and camera for visualization, and a pump for fluid delivery (Fig. 2.3). Specifically,

fluids were delivered to the micromodel using a syringe pump (Harvard Apparatus,

Holliston, MA) at low pressures and a QUIZ-X pump (Quizix QX Pump) at high

pressures. The micromodel was interfaced using a custom micromodel holder, with

inlet and outlet ports to connect to tubing and the pump(s). Fluid-fluid and fluid-

mineral interactions and dynamics were visualized using reflected light microscopes

and images were captured using a mounted camera. The specific list of equipment

used is listed in Table 2.2.
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Microscope
and Camera

Syringe Pump

Fluid Delivery

Micromodel

Micromodel Holder

Figure 2.3: Experimental apparatus for direct optical microvisual observation of
pore-scale fluid-fluid and fluid-mineral dynamics. Fluid delivery to and visualiza-
tion of pore-scale dynamics in the micromodel was achieved generally using pumps
and microscope-camera systems. used in experiments.

Table 2.2: Equipment used to observe microscale fluid-fluid, fluid-mineral dynamics
directly.

Equipment Name Maker Purpose

LEICA Z16 APO Macroscope Leica Large field of view

Nikon SMZ 1500 Microscope Nikon Reflected light microscope

Sensofar Sneox 3D optical profiler Sensofar Confocal microscopy

Syringe Pump Harvard Apparatus Fluid delivery, low pressure

QX-1500 PUMP QUIZIX Fluid delivery, high pressure

Digital Plus NESLAB RTE17 Thermo Scientific Water bath



Chapter 3

Clay-Functionalization of

Microfluidics

Sandstone formations are ubiquitous to both aquifers and petroleum reservoirs, of

which clay is a major constituent. The release of clay particles from pore surfaces

as a result of reduced injection fluid salinity can greatly modify the recovery of hy-

drocarbons from subsurface formations by shifting the wettability properties of the

rock. This chapter demonstrates a microfluidic approach whereby kaolinite is de-

posited into a two-dimensional microfluidic network (micromodel) to enable direct

pore-scale, real-time visualization of fluid-solid interactions with representative pore

geometry and realistic surface interactions between the reservoir fluids and the forma-

tion rock. Structural characterization of deposited kaolinite particles agrees well with

natural modes of occurrence in Berea sandstone; hence, the clay deposition method

developed in this work is validated. Specifically, more than 90% of the deposited

clay particles formed pore-lining structures and the remainder formed pore bridging

structures. Further, regions of highly concentrated clay deposition likely to lead to

so-called Dalmatian wetting properties were found throughout the micromodel. Two
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post-deposition treatments are described whereby clay is adhered to the silicon sur-

face reversibly and irreversibly resulting in microfluidic systems that are amenable

to studies on (i) the fundamental mechanisms governing the increased oil recovery

during low salinity waterfloods, and (ii) the effect of a mixed-wet surface on oil re-

covery, respectively. The reversibly functionalized platform is used to determine the

conditions at which stably adhered clay particles detach. Specifically, injection brine

salinity below 6000 ppm NaCl induced kaolinite particles to release from the silicon

surface. Furthermore, when applied to an aged system with crude oil, the low salin-

ity waterflood recovered an additional 14% of the original oil in place compared to

waterflooding with the formation brine.

3.1 Introduction

Rock wettability is a key determining factor in the recoverability of oil from the

subsurface. Clean, unaltered sandstone is strongly water wet [11]. Clay, however, is

oil wet [29, 22]. Naturally occurring sandstones that encompass petroleum reservoirs

contain significant amounts of clay that are natively adhered to the surface of sand

grains. Interaction between the clay particles, connate water, and specific components

in the hydrocarbon drastically change the transport of fluids in the subsurface [22, 21,

23]. Oil-wet systems generally result in lower recovery factors as compared to those

in mixed-wet or water-wet systems for economic amounts of water injection.

Waterflooding is a recovery technique that is widely practiced to increase the

recovery of hydrocarbons from the subsurface. Specifically, brines with various com-

ponents (e.g., salts, acids, etc.) are commonly injected into hydrocarbon-containing

formations to drive out the remaining oil. With the introduction of other fluids during

secondary and tertiary recovery, primarily with the injection of brine that is compo-

sitionally dissimilar to the connate water, clay particles have been found to detach
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from the pore space and subsequently plug the available pore throats during their

migration. In particular, the salinity and pH of the injected brine along with the

temperature of the system have been found to play a significant role in the release of

the fine clay particles from sand grains [23, 32, 4].

The literature presents several studies to delineate the fundamental mechanisms

that cause clay particles to detach from the pore surface [23, 32, 39, 40, 139]. Specifi-

cally, the DLVO (Derjaguin, Landau, Verwey, and Overbeek) theory has been applied

to describe the interplay of attractive van der Waals forces and repulsive double layer

forces between the clay particles and sand grains; these interactions define the condi-

tions at which clay particles are released. Effects such as the impact of cation species

on clay detachment, however, are not well accounted for by the DLVO theory with-

out other considerations (e.g., electroselectivity) [41]. A mechanistic understanding

of pore-level clay mobilization under different reservoir conditions is required.

Mobilized clay particles affect the reservoir, and ultimately the recovery of hydro-

carbons, in a number of ways. Two important mechanisms by which detached clay

significantly impacts subsurface flow are as follows. First, the flocculation of detached

clay particles in the presence of low salinity brine results in larger particles that easily

plug pore throats. Blocked pore throats drastically decrease the paths available for

flow, and thus reduce the permeability of the formation and ultimately its recovery.

This is known as formation damage [7]. Second, the release of oil-wetting clay par-

ticles from the water-wetting sand surface shifts the wettability of the system to one

that is increasingly water-wet, and hence increases the ability to recover hydrocarbons

from the subsurface [45]. Therefore, it is crucial to understand (i) the mechanisms

that cause clay particles to detach from the pore space, and (ii) the consequences

resulting from its release and migration.

Understanding of pore-scale behavior is critical to the design and execution of ef-

fective oil-recovery schemes. Core-scale experiments have previously been conducted
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to study fluid-fines interactions and the effects of various parameters (e.g., tempera-

ture, pH, and salinity of injection fluid) on clay detachment [29, 22, 32, 40, 41, 33, 140].

Through these experiments, indirect measures of changes in the porous medium (e.g.,

formation damage, wettability alteration) are deduced. Core experiments, however,

are unable to capture the pore-scale events that dictate the low salinity effect. Ad-

vanced visualization techniques such as X-ray computed tomography (X-ray CT) [141]

and micro X-ray computed tomography (micro X-ray CT) [142] are able to obtain

pore-scale visualization in core flood experiments; however, individual scans can take

upwards of 40 minutes, rendering them opaque to the dynamics of microscale clay de-

tachment studies in the time frame that is required. Real time pore-scale visualization

of the interactions between the fluids, grains, and clay particles is required to develop

a fundamental understanding of the mechanisms that dictate recovery efficiency of

hydrocarbons from the subsurface.

Microfluidics is an emerging technology that enables the direct visualization of

pore-scale phenomena in real time [107]. Recently, glass and silicon microfluidic de-

vices with representative pore-scale geometries have enabled the study of fluid behav-

ior in petroleum related applications [75, 79, 108, 94, 131, 143, 144, 145, 146]. Specif-

ically, microfluidic techniques have been applied to reservoir fluid property measure-

ments such as asphaltene content and solvent diffusion in crude oil [145, 130, 117, 119].

In particular, Buchgraber et al. 2012 [79] describe the creation of two-dimensional

microfluidic devices (micromodels) with pore-scale geometry that is identical to real

rocks using thin section images obtained with a scanning electron microscope (SEM).

These micromodels allow for the direct visualization of flow behavior through a two-

dimensional porous medium that is geometrically representative. This approach how-

ever is limited by the lack of representative surface heterogeneity that dictates pore-

scale flow dynamics. Silicon and glass substrates, like the quartz grains that comprise

the majority of sandstones, are strongly water wet. The presence of clays and their
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associated properties, however, are not represented in this micromodel. That is, pre-

vious micromodels could not replicate the presence of clays within the pore space

and their influence on hydrocarbon recovery processes through phenomena such as

(i) detachment in the absence of salt ions, (ii) fines migration, and (iii) its role in

increasing recovery during low salinity water flooding and in formation damage.

In this chapter, a process is developed to functionalize a silicon micromodel by

adding clay to pore surfaces. The resulting micromodel allows us to better under-

stand the mechanisms dominating particle release and subsequent formation damage.

In the following, a method for coating the micromodel with kaolinite - a non-swelling,

dispersive clay typically present in sandstones - is described. Specifically, methods for

depositing the clay both reversibly (i.e., adhered to the silicon surface at high salinities

but its attachment is sensitive to reductions in injection fluid salinity) and irreversibly

(i.e., attached to the pore surface and is insensitive to changes in the injection fluid

salinity) are described. To validate the approach, the modes by which kaolinite par-

ticles were attached to the silicon surface were characterized and compared to their

mode of occurrence in sandstones as indicated in the literature. Visualization exper-

iments using the reversibly clay-coated micromodel show evidence of clay migration

and of permeability reduction as a result of low salinity water flooding. Furthermore,

experiments involving crude-oil displacement resulted in wettability alteration of the

system, emulsion generation, and increased oil recovery after low salinity waterflood-

ing.

3.2 Experimental Methods

Pore-scale visualization of the impact of salinity and temperature on clay mobility in

sandstone was achieved using a two-dimensional microfluidic device with pore struc-

tures representative of those found in reservoir rock. Specifically, the microfluidic
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device (micromodel) used in this work follows the description in Chapter 2. Silicon

and glass substrates were chosen in this work due to their inherent water-wettability

and compositional similarity to sandstone. The following section describes the novel

method by which the surface of the pore space within the micromodel was function-

alized using clay to obtain a system that is well representative of a real reservoir and

the subsequent treatments resulting in mobile and immobile clay particles.

3.2.1 Clay solution preparation and deposition into the mi-

cromodel

Deionized (DI) water was used to create a 15000 ppm NaCl (Sodium Chloride, S271-

3, Fisher Scientific) solution typical of formation brine. A 1 wt% clay suspension

was prepared by adding kaolinite powder (Kaolin, K2-500, Fisher Scientific) to the

vigorously stirred saline solution at atmospheric pressure. Kaolinite clay was chosen

to replicate the initial conditions within the reservoir due to its prevalence in Berea

sandstone and hydrocarbon reservoirs [32]. Moreover, kaolinite is non-swelling in

nature. That is, changes in the porous medium permeability are expected to be

solely due to clay detachment from the silica surface, its migration, and its blockage

of pores/pore throats.

The kaolinite powder was mixed into to the high salinity reservoir brine in order

to (i) deliver the kaolinite particles evenly into the microfluidic system without severe

plugging (and consequently permeability reduction) and (ii) allow for sufficient clay

adsorption on the silica surface because the presence of cations is critical to clay

attachment, as explained by the DLVO theory [40]. Specifically, it has been shown

previously that the introduction of low salinity brine to a system initially in contact

with high salinity brines can (i) increase oil recovery, and (ii) stimulate fines migration

[29, 41, 33, 140]. Furthermore, clay particles require the presence of specific cations
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in the aqueous phase in order to attach to the silica surface; the absence of the

required ions lead to clay particle release, increased flocculation, and ultimately pore

plugging (i.e., formation damage) [7]. The kaolinite mixture was stirred vigorously

for 15 minutes until a homogeneous solution was obtained. The suspension was then

sonicated (Bransonic 220) for one hour to disperse the kaolinite particles throughout

the mixture and to prevent flocculation from occurring. A well-dispersed kaolinite

solution delays premature particle settling in the fluid delivery tubing and enables

injection into the micromodel without significant plugging at the inlet fracture.

The experimental setup is shown in Chapter 2, Fig. 2.3. Deionized water was

injected into the micromodel using a 12 mL syringe (Monoject) and a syringe pump

(Harvard Apparatus, Holliston, MA) to displace the initial gas phase at a superficial

velocity of 30 m/day. The syringe pump was nominally pulseless and a stainless steel

syringe was used to inject the saline fluids (no stick-slip) to minimize pressure pulses

during experiments. Fluids were delivered at a constant flow rate, with the outlets

open to the atmosphere. All experiments were conducted at room temperature. The

fluid behavior within the microfluidic system was visualized under brightfield imag-

ing using a reflected light metallurgical microscope (S/N: MT1000T2006120001) and

images were captured using a mounted camcorder (Canon VIXIA HF S200 HD Cam-

corder). The microfluidic system was continuously flushed with deionized water until

all trapped gas bubbles were displaced by or dissolved into the aqueous phase. After

the micromodel was fully saturated with water (no more gas phase present), sev-

eral pore volumes of deionized water were flowed through to ensure that the system

contained no other ions.

Once the micromodel was fully saturated with DI water as shown in Fig. 3.1(a),

several pore volumes of the reservoir brine were injected using the syringe pump. The

motivation for this is two fold: (i) to replicate the connate water in the reservoir, and

(ii) to avoid clay flocculation during deposition as a result of low salinity shock. The
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well-dispersed kaolinite suspension was then injected using the syringe pump at a rate

of 20 m/day for several pore volumes to deposit a sufficient coating of kaolinite in the

system. The optimal injection rate was found to be 20 m/day to minimize pressure

buildup and maximize homogeneous clay deposition. To prevent plugging at the inlet

fracture, the kaolinite suspension may be introduced while sonicating the micromodel.

Sonicating the system during injection also aids in creating an evenly distributed

clay coating within the micromodel; however, sonication for extended periods (e.g.,

continuous sonication during kaolinite deposition) inhibits the clay from attaching to

the surface of the micromodel.

Once the micromodel was sufficiently coated with clay, as shown in Fig. 3.1(b),

the system was injected with air to remove plugged particles at the pore throats. The

strong interfacial tension between the air and the brine was able to dislodge throat

plugging clays as well as kaolinite particles that were not firmly attached to the silica

surface. Fig. 3.1(c) shows the clay-coated micromodel that is well representative of

reservoir rock, in which the pores are evenly coated with a significant amount of clay

and with very few plugged pore throats.
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Figure 3.1: Kaolinite deposition into micromodel pore space. (a) Water-saturated
micromodel prior to clay introduction. (b) Some plugging is seen in pore throats
after clay addition, which does not well replicate initial conditions in reservoir rock
(refer to white arrows). (c) The throat-plugging clay particles are removed by the
strong interfacial tension between the brine and the air, providing a clay coated silica
surface that is well representative of reservoir rock.
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3.2.2 Micromodel treatment determining clay mobility

After the dislodgement of throat-plugging kaolinite, the micromodel was treated in

one of two manners to create a system in which (i) the clay may be mobilized in

response to decreases in brine salinity, or (ii) the clay is immobile in the system for

all salinities. First, for the detachment studies conducted here, a reversible (mobile

clay) system was desired. In this case, the microfluidic system was re-saturated and

flushed with the initial reservoir brine at 20 m/day in order to eliminate any particles

that were not adhered to the grain surface. Brine flooding was conducted for several

pore volumes and images were taken at a fixed location until no more changes in the

deposited clay could be observed.

Second, for wettability alteration studies requiring the presence of immobilized

clay in the pore space, an irreversible system was desired. Consequently, the silicon

surface was functionalized through heating the vacuum-dried micromodel. The clay-

coated micromodel was placed on a hot plate that was initially at room temperature,

and heated gradually to 120 ◦C for 25 minutes. This treatment ensured the clay

particles were firmly attached to the micromodel surface, while the temperature does

not induce chemical degradation of the clay [147]. It was critical for the micromodel

to be drained of water (saturated with air) in order to avoid breaking the micromodel

due to the rapid volume expansion and subsequent pressure buildup from boiling

during heating. The heated micromodel was then allowed to cool and was ready for

visualization experiments to demonstrate the irreversibility of this process (i.e., its

lack of clay particle detachment in response to low salinity water).

3.2.3 Sensitivity experiments of salinity on clay detachment

Deionized water was used to create NaCl solutions at concentrations spanning the

range of salinities typically used during secondary and tertiary recovery processes.
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Specifically, for each low salinity sensitivity experiment, the micromodel was flooded

with the initial reservoir brine (15000 ppm NaCl) followed by the reduced salinity

brine. Salt concentrations in the reduced salinity brines ranged from 8000 ppm to

0 ppm NaCl (fresh water) in decrements of 2000 ppm. The low salinity solutions

were injected into the micromodel to study the sensitivity of clay detachment from

the pore surface in response to reduction in NaCl concentration. The solutions were

delivered at constant flow rates corresponding to a superficial velocity of 30 m/day.

Each saline solution was injected for 1 hour to allow for sufficient interaction between

the solids and the fluid. For each waterflood that did not result in clay detachment,

high salinity (15000 ppm NaCl) brine was injected to generate the initial condition for

the next experiment. In each experiment, the sensitivity of clay detachment to brine

salinity was determined by visualizing the clay particles through the microscope in real

time. Images were taken at the same location (for both high and low salinity brines)

to isolate changes in the attached clay. The microfluidic system was maintained at

atmospheric pressure downstream.

For reuse purposes, the micromodel was most effectively cleaned by alternating 1M

nitric acid (CAS: 7697-37-2, Sigma-Aldrich) injection with air injection for multiple

pore volumes such that the strong interfacial tension between the gas and liquid phases

could sweep away the particles loosened by acid. Sonication of the micromodel during

acid injection aided the cleaning process by preventing the mobilized clay particles

from flocculating or reattaching to the pore spaces downstream.

3.2.4 Water flooding experiments on Low Salinity Effect

For studies on the effect of injection fluid salinity on oil recovery, formation brine and

crude oil were introduced to the reversibly kaolinite-coated micromodel to replicate

initial reservoir conditions. Table 3.1 lists the composition of the brine chosen.
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Table 3.1: Composition of brine used to simulate initial reservoir conditions.

Reagent Concentration (g/L)

CaCl2 · 2H2O (Calcium chloride dihydrate) 0.183

MgCl2 · 6H2O (Magnesium chloride hexahydrate) 0.585

NaCl (Sodium chloride) 20.461

KCl (Potassium chloride) 0.611

Na2SO4 (Sodium sulfate) 0.109

The vacuum dried micromodel (i.e., micromodel that was reversibly coated with

clay) was continuously flushed with several pore volumes of the brine using the syringe

pump to create a fully water saturated system. The motivation for saturating the

micromodel with brine typical of a reservoir was two fold: (i) to replicate the connate

water in the reservoir, and (ii) to avoid clay detachment as a result of low salinity

shock.

Once the microfluidic system was fully saturated with the initial reservoir brine,

crude oil was injected into the micromodel at 30 m/day and images were taken to

observe the drainage process. The properties of the crude oil are as listed in Table

3.2. The interactions between kaolinite and the acid/base groups and asphaltenes in

the crude oil are critical to the wettability alteration of the system, and thus crude

oil was chosen in this dissertation as opposed to mineral oils. Crude oil was injected

for several pore volumes and water saturation was monitored over time until such

a point at which the residual water saturation remained constant. The microfluidic

system was then set aside and allowed to age for two weeks at ambient conditions

to allow for sufficient interaction between the crude oil and the kaolinite particles to

alter the silicon surface towards oil-wettability. The resulting system was deemed the

initial reservoir condition.
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Table 3.2: Crude oil characterization [148].

Crude oil properties Value

Acid number (mg/g) 2.36

Base number (mg/g) 6.02

Asphaltene content (wt%) 2.69

Density (◦API) 21

Viscosity at 22.8◦C (cP) 105.7

After the microfluidic system was aged, a high salinity waterflood was performed

followed by a freshwater waterflood to study the low salinity effect. The high salin-

ity waterflood consisted of injecting the synthetic reservoir brine (as listed in Table

3.1) at a rate that corresponds to a superficial velocity of 30 m/day. The water and

oil saturations were continuously monitored using the microscope setup. The high

salinity waterflood was continued until the water saturation plateaued (i.e., no incre-

mental increases in water saturation was observed). The plateau corresponded to the

residual oil saturation as a result of the high salinity waterflood. Subsequently, the

micromodel was injected with fresh water at the same conditions as the high salinity

waterflood and images were taken at fixed locations before and after the freshwater

flood to visually determine any additional oil recovery from the system.

3.3 Results and Discussion

Micromodels coated with kaolinite reversibly (mobile clay particles for detachment

sensitivity studies) and irreversibly (heat-facilitated immobilization of clay particles

for wettability alteration studies) were created. Specifically, clay mobilization was (i)

observed for brines with salinities between 6000 and 4000 ppm NaCl in the reversibly

coated system, in agreement with core-flooding experiments for Berea sandstone; and
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(ii) not observed for any salinities for the irreversibly coated micromodel. Further, the

presence of clay was found to change drastically the pore-space wettability properties

from strongly water-wet to mixed-wet, and resulted in increased oil recovery after low

salinity waterflooding.

With respect to the locations that fines were deposited, clay accumulation pat-

terns were well-correlated to the in-situ flow conditions. In general, very little clay

deposition occurred in high velocity flow paths. Minimal deposition in the high ve-

locity regions occurred as pore-bridging structures as a result of mechanical pore

blockage under high flow velocities. Interestingly, Fig. 3.2(b) shows that large, plate-

like kaolinite crystals overlapped one another to form bridge structures across narrow

pore throats (high velocity paths). The high degree of connectivity between the pores

(coordination number ∼ 4) and large number of pores in the system gives rise to flow

in both series and in parallel. Pore-scale flow simulation of this system, however,

shows that the predominant direction of transport is in series, in accordance with the

imposed pressure drop across the micromodel. Furthermore, the flow here is single

phase and can be approximated as incompressible and at steady state. As such, fluid

velocity is significantly higher through narrow pore throats, as required to carry the

large particles before mechanical immobilization. Pore-bridging clay structures were

not found across wide pore throats (low velocity regions). Significant clay deposition

was found in enclosed low velocity regions immediately adjacent to high velocity paths

where the clay particles are being carried into the pore space by the high-energy fluid

and is then propelled into and retained in the enclosed stagnant regions due to the

lack of flow. Minimal clay deposition, however, was observed in open stagnant regions

due to the absence of a trapping mechanism to retain the free particles. Similar de-

position patterns were observed for different positions with the same grain structure,

further suggesting the dependence of clay deposition on carrier fluid velocity.

Sediment transport is commonly characterized by the Rouse number, P = ws/κu∗,
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where ws is the particle fall velocity, κ = 0.41 is the von Karman constant, and u∗

is the shear velocity of the flow. Specifically, the Rouse number is a dimensionless

number that compares the rate at which particles fall versus the shear velocity of the

flow that is keeping the particles in suspension. The experimental conditions during

kaolinite deposition correspond to a Rouse number of ∼ 0.2, where particles are

expected to be transported as a wash load under which the flow velocity far exceeds

the maximum velocity required for particles to settle. The significant deposition of

pore-lining clays in the experiments, however, suggests that the ionic strength of the

solution is the key driving force for particle attachment, as opposed to flow shear

rates.
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Figure 3.2 (previous page): Clay deposition structures and their incidence as a percent
of total clay in the micromodel. Kaolinite was most commonly deposited (> 90%)
as discrete particles and in pore lining structures (a), while the remainder formed
pore-bridging structures (b) as well as heterogeneous structures (c).

Clay structures were characterized and compared to those in naturally occur-

ring sandstones to validate the deposition method developed. Specifically, discrete

particles/pore-lining structures and pore-bridging clay structures were observed, as

shown in Fig. 3.2(a) and Fig. 3.2(b), respectively. Furthermore, anomalous deposits

of kaolinite were also observed in which clay was concentrated within specific regions,

as shown in Fig. 3.2(c). These patches of discontinuous mineralogy may lead to the

formation of Dalmatian wetting patterns, cf., Cueic et al 1991 [27]. It was found that

discrete particles and pore lining structures (Fig. 3.2(a)) were the most prevalent

modes for attachment to the silica surface, accounting for ∼ 90% of the total kaoli-

nite particles deposited into the micromodel, while pore bridging structures rounded

out the remainder of the deposited clay. These results are consistent with kaolinite

occurrence in sandstone cores as reported in the literature [149], and demonstrate that

the deposition method described here resulted in a pore space that was structurally

representative of a clay-rich sandstone.

To validate the wettability characteristics of the clay-coated micromodel, 15000

ppm NaCl brine was introduced to the initially dry micromodel under spontaneous

imbibition conditions. Specifically, the spontaneous imbibition experiments showed

that while the brine was able to penetrate the vast majority of the pore space, the

anomalous clay clusters were extremely non-wetting to brine (in the presence of air)

upon re-introduction. Fig. 3.3(a) shows a vacuum-dried micromodel with anomalous

clay clusters, and Fig. 3.3(b) shows the same location after 2 minutes of spontaneous

imbibition with 15000 ppm NaCl brine. It is evident that the brine did not easily

penetrate the pores where the highly concentrated clay clusters were located. In fact,
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after some time of spontaneous imbibition, the water-air interface closely followed the

outline of the clay clusters, clearly demonstrating that the system has shifted from

being homogeneously water-wet to heterogeneously mixed-wet.
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Figure 3.3 (previous page): Dry anomalously concentrated regions of kaolinite (a) is
spontaneously imbibed with 15000 ppm NaCl brine (b). The initial phase is air, shown
in (a), with significant deposits of kaolinite clusters. Upon spontaneous imbibition of
brine, shown in (b), the kaolinite clusters are extremely non-wetting to water in the
presence of air. Note the water-air interface in (b) that contours the kaolinite clusters.
The water does not generally cross the circular outline of the kaolinite cluster during
spontaneous imbibition.

3.3.1 Sensitivity of reversibly deposited clay to salinity

Initiation of significant fines release from the pore surface was visualized for injection

brine salinities between 6000 and 4000 ppm NaCl, in alignment with core experiments

in Berea sandstone where the critical salt concentration for kaolinite release was found

to be around 4000 ppm NaCl [39, 41]. The effect of injection fluid salinity on kaolinite

detachment from the silicon surface was quantified by injecting brine through the

micromodel at a constant flow rate corresponding to a near-well superficial velocity

of 30 m/day. The micromodel was imaged at fixed locations to visualize any changes

in clay deposits. Low salinity brines with NaCl concentrations of 8000 ppm, 6000

ppm, 4000 ppm, 2000 ppm, and 0 ppm were injected into the clay-coated micromodel,

in that order. The sensitivity of the attached kaolinite to salt ion concentration in

the system was directly visualized using the microscope to identify the critical salt

concentration at which kaolinite detaches from the silicon surface.

Images were taken at 25 fixed locations evenly distributed throughout the micro-

model at initial reservoir conditions (15000 ppm NaCl) and during reduced salinity

brine injection to identify the salinity at which clay particles are released. Quan-

titative analysis of the collective set of images is shown in Fig. 3.4(a) using image

analysis. Effluent analysis was difficult to perform due to the microscale of the system.

The strength of this method, however, is in enabling the direct visualization of clay
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detachment; this is not possible with conventional core flooding experiments that re-

quire effluent analysis. Figure 3.4(a) shows the fraction of the pore space whereby clay

particles were mobilized due to changes in NaCl concentration for various locations

throughout the visualization platform. No clay mobilization was observed for injec-

tion brine concentrations above 6000 ppm NaCl. At 6000 ppm NaCl, however, minor

clay particle detachment and migration was observed after the low salinity brine was

injected. Specifically, the observed clay mobilization was confined to within ∼ 15 pore

spaces of the inlet. Figure 3.4(a) shows a sharp rise in the fraction of mobilized clay

particles after flooding with 4000 ppm NaCl brine, corresponding to significant clay

detachment observed. These observations are consistent with those of core flooding

in Berea sandstone and hence validate the method developed here [4, 41]. Pore-

scale heterogeneities invariably introduce discrepancies from one pore to another; the

collective analysis obtained using images at the 25 fixed locations throughout the

micromodel, however, provides a good generalization for the system observed. Error

associated with image analysis was small; the largest uncertainty associated with the

data is as displayed by the error bar corresponding to 0.9 ± 0.05 at 4000 ppm NaCl.

That is, all other error bars were less than this. Figure 3.4(b) and (c) show the mi-

cromodel before and after 1 hour of 4000 ppm NaCl brine injection. Specifically, Fig.

3.4(c) shows that (i) clay particles were stripped from large channels and (ii) were

re-deposited in regions with large pore body to pore throat ratios. These patterns

resemble those of sedimentation in macro-systems such as riverbeds. Moreover, a

significant increase in the number of large pore-bridging structures (spanning one to

3 pores) were found after the system was in contact with 4000 ppm NaCl brine, as

highlighted in Fig. 3.4(c,iii). These large bridge configurations were the most pre-

dominant structures after the pore space was in contact with brine below 4000 ppm

NaCl. The formation of the large bridging structures correspond well to a decrease in
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injectivity of brine into the micromodel, suggesting a negative impact on the trans-

port of fluids with decreased salinity brine injections. Drastic clay mobilization was

observed throughout the entirety of the micromodel after both 2000 ppm NaCl brine

and freshwater (0 ppm NaCl) flooding.

Figure 3.4(a) shows that while the release of kaolinite from the silicon pore surface

was induced after flooding with 4000 ppm NaCl brine throughout the direct visualiza-

tion platform, the fraction of the affected pore space were varied. The reverse lower

axis serves to demonstrate that clay mobilization occurs only when a critical salt con-

centration has been reached. That is, the reverse lower axis shows the progression of

waterflooding that goes from high salinity to low salinity. Specifically, high fractions

of mobilized clay were found in regions corresponding to preferential flow paths, as

determined through single-phase pore-scale flow simulations, where the low salinity

brine was delivered effectively through advection, whereas low clay mobilization was

found in regions corresponding to stagnant flow conditions where salt dilution was

mostly driven by diffusion. Pore-level permeability reductions due to the formation

of bridging structures across preferential flow paths resulted in drastic increases in

clay mobilization at lower salt concentrations, as shown by the cases denoted by the

dashed lines in Fig. 3.4(a). These results confirm that the release of kaolinite parti-

cles from silicon is indeed sensitive to both the salt ion concentration in the system

as well as the interstitial flow velocity. This, however, is in contrast to experiments

conducted by Khilar and Fogler, where the detachment of clay particles from a Berea

sandstone core was found to occur around 4000 ppm NaCl but was insensitive to flow

rate for velocities between 4 m/day to 720 m/day.
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Figure 3.4 (previous page): Clay detachment from the silicon pore surface in response
to changes in salt concentration. (a) shows the fraction of mobilized clay particles
within the pore space at the different salt concentrations for various locations through-
out the micromodel determined through image analysis. The reverse lower axis shows
the progression of low salinity waterflooding (high to low salinity). The largest error
associated with the data is as displayed by the error bar corresponding to 0.9±0.05 at
4000 ppm NaCl. Mobilization of clay particles was observed for salinities below 6000
ppm NaCl. High fractions of mobilized clay were found in regions corresponding to
preferential flow paths where the low salinity brine was delivered effectively through
advection, whereas low clay mobilization was found in regions corresponding to stag-
nant flow conditions where salt dilution was mostly driven by diffusion. Mobilization
of clay particles is determined by direct visualization of the pore space (b) before and
(c) after a low salinity waterflood with 4000 ppm NaCl. Significant kaolinite particle
migration was observed. Pore-lining particles were drastically reduced in large chan-
nels (i), while deposition in regions with high pore body to pore throat size ratios
were observed (ii). Furthermore, large numbers of pore-bridging particles were found
after the low salinity waterflood (iii).

3.3.2 Irreversibly deposited clay

The heat-treated microfluidic system was saturated with 15000 ppm NaCl brine to

replicate initial reservoir conditions. The system, especially the clay particles, was

found to be water-wetting. Specifically, cornering/crevice flow was observed during

spontaneous imbibition where thin water films wet the clay patches before the bulk

pore body was filled with water. This is in stark contrast with the unheated sys-

tem, where the clay patches were extremely non-wetting to water (water could not

infiltrate clay-dense pore bodies). Following brine saturation, fresh water (0 ppm

NaCl) was injected into the irreversibly coated micromodel. Images were recorded

at fixed locations throughout the micromodel before and after the freshwater flood.

Clay mobilization was not observed after the freshwater flood; this demonstrates the

permanent attachment of the clay particles to the silicon surface with respect to salt

concentration after the heat treatment and validates the irreversible clay deposition

method developed.



CHAPTER 3. CLAY-FUNCTIONALIZATION OF MICROFLUIDICS 73

3.3.3 Injection fluid salinity and crude-oil recovery

The reversibly clay-coated micromodel was fully saturated with formation brine and

injected with crude oil to replicate the initial reservoir conditions, shown in Fig. 3.5.

Image analysis shows that the connate water saturation was ∼ 5%. The system

was aged for two weeks to allow for sufficient interaction between the clay and oil

components. Immediately upon introducing the crude oil to the micromodel, shown

in Fig. 3.5(a), the oil-water interface was smooth and the system appeared to be

strongly water-wet. After aging, however, “kinks” were observed in the water-oil

interface where clay particles were located and localized oil-wet regions were observed,

shown in Fig. 3.5(b). This change is indicative of the altered wettability properties

of the porous medium due to the affinity of kaolinite towards oil.
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Figure 3.5 (previous page): Reversibly clay-coated micromodel representing initial
reservoir conditions (a) immediately upon injection of oil and (b) after aging for two
weeks. The system was filled with initial reservoir brine, followed by injection of crude
oil. Crude oil was injected for several pore volumes and the water saturation of the
system was monitored until such a point at which further injection of oil could not
displace the residual water. The connate water saturation was ∼ 5%. The water-oil
interfaces are smooth curves pre-aging and are deformed by kinks about clay particles
after aging, indicating a shift in the wettability properties of the system.

To study the effect of injection fluid salt concentration on oil recovery, high salinity

(i.e., the initial formation brine) and low salinity (deionized water) fluids were injected

sequentially into the aged micromodel at a flow rate of 20 m/day until no further

reductions in the oil saturation were observed. That is, the imaged oil phase remained

immobile in the pore space with brine injection. The resulting systems were imaged

at several locations to obtain representative residual oil saturation, as shown in Fig.

3.6(a) and Fig. 3.6(b). The segmented images shown in Fig. 3.6(c) and Fig. 3.6(d)

were created using ImageJ to differentiate between the oil, aqueous, and solid phases.

Specifically, thresholds were applied to each image and the interfaces between the

oil, water, and solid phases were identified using the “find edges” function. The

images were then binarized and analyzed to find the oil/water saturations. Non-

uniform lighting and the presence of clay particles makes the process difficult to

automate and thus individual treatment was applied. This approach was applied to

quantify the oil and water saturations (volume fraction of oil or water in the pore

space, Soil = Aoil/(Atotal − Agrains) and Sbrine = Abrine/(Atotal − Agrains) where the

saturations sum to unity, Soil + Sbrine = 1). Residual oil saturations in the system

as a result of the high and low salinity waterfloods were quantified in this manner.

The residual oil saturations after the high salinity brine flood and the low salinity

freshwater flood were Sor = 36% and 22%, respectively. This recovery increase of

14% of the original oil in place provides direct evidence of improved oil recovery using
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fresh water flooding.

Figure 3.6: Clay-coated micromodel after (a) high salinity (synthetic formation brine)
flood and (b) low salinity (deionized water) flood. The water (blue), oil (red), and
grains (black) are differentiated using image processing techniques in (c) and (d).
The residual oil saturations following the high salinity and low salinity waterfloods
were Sor = 36% and 22%, respectively, indicating a 14% increase in oil recovery using
deionized water.

To understand the underlying mechanisms driving the increase in oil recovery,

images were taken prior to (Fig. 3.7(a)) and during (Fig. 3.7(b)) the low salinity

waterflood at fixed locations. It was found that the low salinity shock resulted in

the rapid remobilization of adhered clay particles in the pore space that led to a
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subsequent increase in the water-wettability of the porous medium. Figure 3.8 shows

images obtained using a confocal microscope (Sensofar Sneox 3D optical profiler)

that illustrate the four phenomena that contributed to the improved oil recovery of

oil using low salinity flooding from the reversibly clay-coated micromodel. First,

significant clay stripping at the pore-scale after the fresh water flood, as indicated by

the regions that are cleansed of clay in Fig. 3.8(a). This is consistent with low salinity

flooding of sandstone cores [4, 41]. Second, the irregularly shaped oil-water interfaces

in Fig. 3.8(b) demonstrate the wettability alteration of the micromodel to one that

is mixed-wet. The altered wettability of the system is due to the introduction of the

oil-wet clay particles in the pore space and the adherence of crude-oil components

to that clay as well as adherence to other pore surfaces. Third, a large number of

water-in-oil emulsions were found throughout the micromodel after the freshwater

flood, shown in Fig. 3.8(c). Although there is disagreement within the literature

on emulsion generation during low salinity flooding [45], the results here suggest that

emulsions may be generated spontaneously during low salinity waterflooding. Fourth,

immobile clays exhibited some oil retention, as observed in Fig. 3.8(d) by the brown

discoloration of the clay particles in the water phase. This, again, is due to the affinity

of clay towards oil as opposed to water [10]. Overall, the four microscopic pore-scale

observations described here appear to fit the inferences from macroscopic core-scale

studies in sandstones.
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Figure 3.7: Clay-coated micromodel before (a) and 5 minutes after (b) the low salinity
waterflood. Clay particles appear to have relocated in the latter case, compared to
the initial system.
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Figure 3.8: Clay-coated micromodel following the low salinity waterflood imaged
using a confocal microscope. Water-in-oil emulsions are found throughout the mi-
cromodel as shown in (a) and fit macroscopic descriptions by Emadi et al 2013 [45].
The oil-water interface in (b) is deformed due to the oil-wettability of the kaolinite
particles. Regions of clay stripping are observed in (c), similar to core-flooding ex-
periments reported in the literature [4]. Oil retention on clay particles is observed in
(d) and fit macroscopic inferences [10].

Surface functionalized microfluidics enables direct visualization of the impact of

fluid composition on the stability of kaolinite that is attached to sandstone surfaces. In

particular, micromodels provide a direct means of visualizing the behavior of clay un-

der a range of saline conditions. Specifically, pore-lining clay was found to have been

removed from the surface of the grain, whereby exposing the water-wet surface and

potentially aiding the recovery of hydrocarbons from such a system. Pore-bridging
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clay, however, was found to have been dislodged from the grain surface and had sub-

sequently plugged pore throats downstream. Furthermore, mobile clay particles were

found to have accumulated in small pore throats, especially those with pore-bridging

clay structures impeding flow.

The work presented here provides the necessary groundwork for further studies in

understanding the real-time fluid flow and fluid-solid interaction at the pore scale in

real rocks. Specifically, this work is particularly amenable to the study of increased

oil recovery as a result of the low salinity effect. Several directions are outlined for

future work as follows.

First, it is desirable to map the mobilization characteristics of the clay functional-

ized silicon micromodel. Specifically, brine composition and fluid velocity sensitivity

experiments should be conducted to determine the mobility of attached clay parti-

cles. Furthermore, three dimensional characterization of clay structures in the pore

space using confocal microscopy can lead to better understanding of the role that

the various clay structures (pore lining, pore bridging, anomalous structures) have on

oil recovery. Specifically, the impact of clay mobilization during low salinity flooding

is proposed to depend on the type of clay structure that is released. For example,

the role that detached pore lining clays have on wettability change and consequently

oil recovery is expected to differ from the role that pore bridging clays have during

the low salinity flood. In the former, stripping the oil-wet clays from pore surface

enhances the water-wettability of the matrix and hence contributes to increased oil

recovery, whereas in the latter, large pore bridging structures may flocculate to con-

gest the available flow paths and hence resulting in formation damage. Furthermore,

the formation of oil-water emulsions during low salinity flooding and its subsequent

effects on the overall recovery mechanism is of interest. In terms of oil recovery,

changes in the micromodel wettability behavior due to clay can be studied by investi-

gating the interactions between the oil, water, and clay particles during spontaneous
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and forced imbibition. Specifically, the salinity of the injection brine can be decreased

to determine the effect of salinity on the imbibition process. Moreover, this study

focused on the role that kaolinite – a predominant clay mineral present in sandstones

that is non-swelling – has in fluid interactions in the pore space. Another important

process, however, is the swelling and shrinking of clay particles. The work presented

here provides the basis for future studies on the swelling and/or shrinking of clays,

for example smectite and montmorillonite, under low salinity conditions.

3.4 Conclusion

In this chapter, we presented a method to deposit clay particles into micromodels as

a means of creating a visualization platform with more representative surface inter-

actions between the reservoir fluids and the formation rock. Specifically, the silicon

micromodel was coated with kaolinite in two manners, reversibly and irreversibly,

to enable the study of (i) the fundamental mechanisms governing the increased oil

recovery during low salinity waterflooding, and (ii) the effect of a mixed-wet surface

on oil recovery, respectively. We demonstrated the successful deposition of kaolinite

particles in the sandstone pore space, where the majority of clay deposited was pore

lining (∼ 90%) with the remainder forming pore-bridging structures across narrow

pore throats. Furthermore, anomalous regions of highly concentrated clay deposits

in the pore space were also observed, and were found to be extremely non-wetting to

water in the presence of air. High and low salinity brine injection in the micromodel

identified the dependence of clay attachment and release on salt concentration. For-

mation brine and crude oil were introduced to the clay-coated micromodel and aged

for two weeks to create initial reservoir conditions and resulted in a mixed-wet pore

space. High and low salinity brine floods were performed sequentially and image
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processing was applied to quantify the impact of injection fluid salinity on oil recov-

ery. Specifically, the low salinity (deionized water) flood yielded a 14% increase in oil

recovery after the high salinity flood.



Chapter 4

Formation Damage in Clay-Rich

Sandstone

Formation damage due to fines migration results, potentially, in significant decreases

in reservoir permeability and, hence, the recoverability of crude oil from reservoirs.

On the other hand, low salinity brine injection is a promising technique for increas-

ing oil recovery from clay-rich sandstones in an economic manner. Clay detachment

at low salinity conditions, however, drastically alters fluid flow. In this work, clay-

functionalized micromodels are used to visualize directly the mobilization of clay at

low salinity conditions in (i) the absence of oil, and (ii) the presence of oil. Results in-

clude clay mobilization and pore plugging in the absence and presence of oil visualized

by saturating the clay-functionalized micromodel with high salinity brine followed by

injections of reduced salinity brines. Clay detachment and migration was observed in

oil-free systems for 4000 ppm NaCl low salinity injection brine. The extent of fines

detachment was quantified to determine the types of clay structures affected. Further-

more, fines migration, flocculation, and re-deposition were visualized directly. The

types of structures formed (i.e., pore-plugging, pore-lining, etc.) by the re-deposited

clay particles are characterized to determine their impact on formation damage. Clay

83
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detachment in the presence of oil was also visualized. Initial conditions analogous

to clastic reservoirs were established by allowing the crude oil, brine, and solids to

interact (i.e., age). Clay detachment occurred during 4000 ppm NaCl low salinity

oil recovery. Real-time, pore-level visualization revealed significant mechanisms dur-

ing oil recovery processes and their influence on multiphase flow. Specifically, pore

plugging particles in water-filled pores obstructed preferential flow paths and diverted

injection fluid to unswept regions thereby increasing oil production.

4.1 Introduction

Petroleum reservoirs often contain large quantities of both swelling and nonswelling

clay [41, 150, 151]. Surface interactions between clay and its surroundings, i.e., brine,

crude oil, and the bulk matrix significantly influence the petrophysical properties of

the reservoir and the transport of fluids through the reservoir. Specifically, clays such

as kaolinite and montmorillonite are prone to migration and swelling, respectively, as

a result of contact with injection brines of altered compositions [4, 33, 32, 10, 34]. In

reservoir engineering, formation damage, i.e., permeability reduction in the reservoir,

is a key problem that arises during low salinity waterflooding (i.e., injection of brines

with reduced salinity compared to the connate water or initial injection brine) in

clay-rich sandstones [41, 151, 152, 153, 154].

Three main mechanisms have been proposed to explain reservoir formation dam-

age under low salinity conditions: fines migration, particle swelling, and swelling-

induced migration [151]. First, fines detachment and mobilization within the pore

space may result in pore plugging phenomena that reduce the availability of flow

paths. Specifically, the detachment and subsequent transport, flocculation, and re-

deposition of the free clay particles leads to significant pore-plugging, and ultimately

formation damage. Kaolinite is particularly susceptible to this type of behavior under
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low salinity conditions. Second, clay swelling in the absence of stabilizing salt ions

reduces the amount of pore space available to flow, and in severe cases of formation

damage, blocks the smaller pore throats and hence destroys the permeability of the

reservoir. Montmorillonite is a smectite clay prone to swelling under low salinity

conditions. Third, the swelling of pore-lining clays that subsequently break off fines

during flow may lead to pore blockage and formation damage.

Low salinity brine injection, on the other hand, is a promising technique to in-

crease oil recovery in clay-rich reservoirs. Specifically, Tang and Morrow 1999 [4]

first reported increases in oil recovery of an additional 5-20% of the original oil in

place. Several mechanisms have been proposed to delineate the increase in oil recov-

ery due to low salinity waterflooding, including fines migration, cation exchange, and

emulsion formation. The effects of fines migration and possible formation damage on

oil recovery, however, are not well understood. Disagreement in the literature and

field-scale experiments suggests that fundamental understanding of the mechanisms

dictating the low salinity effect is required [35, 36, 37, 38].

Pore-scale understanding of crude oil-brine-rock (COBR) behavior is critical to the

optimal design of oil-recovery techniques with respect to formation damage. Core-

flooding experiments have been conducted to study the fluid-fines interactions on clay

detachment. Specifically, Khilar and Fogler 1984 [41] studied the effect of injection

brine salinity on overall fines migration and identified a critical salt concentration

(CSC) that was required to mobilize kaolinite particles in Berea sandstone based

on indirect pressure and effluent analysis. More recently, Hussain et al 2014 [154]

performed both single- and two-phase low salinity waterflooding experiments in Berea

sandstone cores to study the effect of fines migration on oil recovery. Specifically,

significant permeability loss and slight increase in oil recovery were found. Core-

scale experiments, however, are unable to resolve the fundamental formation damage

mechanisms at the pore-scale. Current imaging technologies such as x-ray computed
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tomography cannot reach the spatial and temporal resolution that is required to

visualize directly the insitu, real-time pore-scale phenomena related to the behavior

of the clay particles.

Microfluidics is an emerging technology that enables the direct visualization of

pore-scale phenomena in real time [75, 107, 79]. Recently, glass and silicon mi-

crofluidic devices with representative pore-scale geometries have enabled the study of

petroleum fluid behavior in the subsurface [79, 75, 80, 108, 94]. Specifically, Buch-

graber et al 2012 [79] described the creation of two-dimensional microfluidic platforms

with etched geometries identical to those of real rock pores. These micromodels are

unique microfluidic devices with the pore networks of real sandstones or carbonates

etched into silicon and enable real-time, direct visualization of pore-scale phenom-

ena that could not otherwise be observed in a core. Recently, Song and Kovscek

2015 [80] incorporated clay particles within the micromodel to enable a visualization

platform with both representative pore geometries and surface properties of real sand-

stone. These surface-functionalized micromodels incorporate the pore-scale surface

heterogeneities that are associated with the presence of clays and enable the direct

visualization of pore-level clay behavior such as clay sensitivity to injection brine

composition, particle mobilization and swelling, and formation damage.

In this work, clay-functionalized micromodels were used to visualize directly the

response of clay to low salinity brine injection. Montmorillonite and kaolinite clays

were deposited onto the pore-wall surfaces of micromodels to enable the study of

swelling and dispersive clays under low salinity conditions, respectively. Similarly,

kaolinite was deposited into the pore space to enable pore-scale study of crude oil /

brine / rock interactions in a microfluidic platform with both realistic pore geometry

and surface properties. Specifically, the effect of low salinity injection in rock rich

in swelling clays (e.g., montmorillonite) and non-swelling clays (e.g., kaolinite) was
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studied through single-phase brine injection experiments, and the effect of fines mi-

gration and formation damage during low salinity oil recovery was studied through

waterflooding experiments (i) the absence of oil, and (ii) the presence of oil. The

extent of fines detachment was quantified to determine the types of clay structures

affected. Structures formed (i.e., pore-plugging, pore-lining, etc.) by the re-deposited

clay particles were characterized to determine their impact on formation damage.

Clay detachment in the presence of oil was also visualized. Initial conditions analo-

gous to clastic reservoirs were established by allowing the crude oil, brine, and solids to

interact (i.e., age). Clay detachment occurred at roughly similar salinity. Real-time,

pore-level visualization revealed significant mechanisms during oil recovery processes

and their influence on multiphase flow. Specifically, pore plugging particles in water-

filled pores obstructed preferential flow paths and diverted injection fluid to unswept

regions thereby increasing oil production.

4.2 Experimental Methods

Pore-scale visualization of formation damage in clay-rich sandstones due to low salin-

ity waterflooding was achieved using surface-functionalized micromodels. The surface-

functionalized micromodels are two-dimensional microfluidic visualization platforms

with pore geometries and surface properties representative of those found in real reser-

voir rock. The design and fabrication of the etched-silicon micromodels used here fol-

low methods described in Chapter 2. To functionalize the surface of the micromodel

to replicate representative surface wettability and structural properties of clay-rich

sandstone, clay particles were deposited onto the pore walls. Kaolinite and montmo-

rillonite were chosen to study the effect of low salinity injection on formation damage

due to fines migration and swelling, respectively. The clay-functionalization of the

micromodel pore surfaces in this work are similar to the methodology described in
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Chapter 3 [80]. Specifically, a 1 wt.% kaolinite solution was prepared by adding kaoli-

nite powder (Kaolin, K2-500, Fisher Scientific) to 15000 ppm NaCl (sodium chloride,

S271-3, Fisher Scientific) solution and vigorously stirred at atmospheric conditions.

The solution was sonicated (Bransonic 220) for 1 hour before injection into the mi-

cromodel to prevent particle flocculation and pore plugging. The solution was then

injected into the brine-saturated micromodel at 20 m/day to maintain particle disper-

sion and to minimize pressure buildup [80]. Montmorillonite was deposited into the

micromodel in a similar fashion by injecting a solution with 1 wt.% montmorillonite

(Montmorillonite K 10, powder, CAS: 1318-93-0, Sigma-Aldrich) in 15000 ppm NaCl

into the brine-saturated micromodel to prevent swelling. Alternating air/brine injec-

tions were conducted to remove mobile clay particles; this ensured that the remaining

clay particles were firmly adhered to the silicon surface. The clay-coated micromodel

was continuously flushed with several pore volumes of the high salinity brine using the

syringe pump to create a fully brine saturated system. The motivation of saturating

the micromodel with brine typical of a reservoir was two-fold: (1) to replicate the

initial conditions in the reservoir, and (ii) to avoid clay detachment as a result of low

salinity shock. All experiments were performed with constant injection rates and the

micromodel outlets were maintained at atmospheric pressure.

4.2.1 Single phase montmorillonite experiments

Once sufficient montmorillonite was deposited onto the pore space, the surface-functionalized

microfluidic network was flooded with 15000 ppm NaCl solution to determine the ini-

tial single-phase permeability of the system. Specifically, the high salinity brine was

injected at constant flow rate corresponding to a superficial velocity of 30 m/day

using a 60 mL syringe (BD 60 mL syringe, 309653) and a syringe pump (Harvard

Apparatus, Holliston, MA) setup, as shown in Chapter 2, Fig. 2.3. The superfi-

cial velocity was determined using the injection flow rate, Q, and the cross sectional
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area, A, of the micromodel, i.e., v = Q/A. The system outlets were maintained at

atmospheric pressure. Permeability was determined by measuring the pressure drop

across the micromodel at constant injection rate. The micromodel was then imaged

using a confocal microscope (Sensofar Sneox 3D optical profiler) at 100 fixed loca-

tions across the micromodel to visualize the clay particle structure and distribution

at initial conditions.

Formation damage due to clay swelling during low salinity brine injection was

studied by flooding the system with deionized (DI) water to create a salinity shock.

Pressure drop was measured across the micromodel to determine the impact of low

salinity waterflooding on formation damage in the presence of swelling clays. The

micromodel was imaged at the same locations to visualize any changes in the structure

and distribution of the clay particles following the freshwater flood.

4.2.2 Single phase kaolinite experiments

Formation damage due to clay mobilization during low salinity brine injection was

studied by flooding the kaolinite-functionalized micromodel with high and low salinity

brines. Specifically, the micromodel was first saturated with high salinity brine (15000

ppm NaCl) and imaged at 25 fixed locations across the micromodel to determine

the initial clay distribution throughout the system. The basis for choosing the 25

locations was to create an evenly distributed grid of sampling locations throughout

the micromodel. Specifically, the imaging grid formed 5 rows and 5 columns, each

separated by 1 cm. We chose the origin to be at the bottom left corner of the 5 cm ×

5 cm micromodel and coordinates of the first imaging location was (x = 0.5 cm, y =

0.5 cm). The 25 fixed pore locations were spaced evenly across the micromodel (i.e.,

a grid of 5 × 5 locations across the micromodel) to minimize the impact of pore-level

heterogeneities. The selection process of the imaging locations was unbiased and thus

allows for a more representative understanding of the pore-level behavior such as fluid
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saturations. Low salinity brine with 4000 ppm NaCl was injected into the micromodel

to study the behavior of kaolinite under low salinity conditions. This salinity is below

the critical salt concentration required to mobilize kaolinite in sandstone cores [41]

and was thus chosen here. Images were taken at the same 25 fixed locations across

the micromodel to determine the effect of low salinity brine injection on formation

damage in the presence of dispersive clays.

4.2.3 Two phase kaolinite experiments

Kaolinite was chosen to study oil recovery mechanisms in the presence of clay due

to its prevalence in sandstone and the abundance of edge charges on the particle

surface. The kaolinite-functionalized micromodel provided a two-dimensional visual-

ization platform that was well representative of a real reservoir rock. Initial condi-

tions representative of real reservoirs were required to conduct meaningful low salinity

waterflooding experiments. In order to establish the initial conditions that were rep-

resentative of clastic reservoir systems, the kaolinite-functionalized micromodel was

saturated with formation brine and crude oil as follows. Table 4.1 lists the com-

position of the formation brine used. This is the formation brine composition that

corresponds to the crude oil we chose to test with.

Table 4.1: Composition of brine used to simulate initial conditions analogous to clastic
reservoirs

Reagent Concentration (g/L)

CaCl2 · 2H2O (Calcium chloride dihydrate) 0.183

MgCl2 · 6H2O (Magnesium chloride hexahydrate) 0.585

NaCl (Sodium chloride) 20.461

KCl (Potassium chloride) 0.611

Na2SO4 (Sodium sulfate) 0.109
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The brine-saturated system was then imaged using confocal microscopy at 25

locations distributed evenly across the micromodel to determine the initial pore-scale

clay distribution. The micromodel was then flooded with crude oil by injecting the

crude oil at 30 m/day until residual water saturation was reached. The system was

imaged during this process to observe the drainage process. The crude oil properties

are described in Table 4.2. This particular crude oil/ brine system is of industrial

relevance and was chosen here.

Table 4.2: Crude oil characterization [148].

Crude oil properties Value

Acid number (mg/g) 2.36

Base number (mg/g) 6.02

Asphaltene content (wt%) 2.69

Density (◦API) 21

Viscosity at 22.8◦C (cP) 105.7

Low salinity experiments were conducted using crude oil due to the importance of

surface interactions between kaolinite and the acid/base groups and asphaltenes in the

crude oil. The micromodel was imaged immediately following the drainage process

at the same 25 fixed locations to provide a basis for studying the effect of aging.

The micromodel was aged for two weeks to allow for sufficient surface interactions

between the various components in the crude oil, brine, clay, and silicon. Specifically,

the system was submerged in a closed container of crude oil to avoid air from invading

the pore space. The same 25 pore spaces were re-imaged after the aging process (i) to

determine the effect that the interactions between the various phases had on the fluid

distribution and wettability of the system and (ii) to obtain a pore-scale visualization

of the initial condition.
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After establishing the initial conditions that are representative of clastic reservoirs,

the micromodel was subjected to a conventional high salinity waterflood. The high

salinity waterflood was performed to serve as a benchmark against conventional oil re-

covery for subsequent flow experiments. Specifically, a 10000 ppm brine was injected

at a superficial velocity of 30 m/day for many pore volumes to benchmark the ex-

periments against conventional waterflooding techniques. Pore-level saturations were

directly visualized at the same 25 locations using confocal microscopy. To assess the

effect of low salinity brine injection on the clay-functionalized micromodel system, a

4000 ppm low salinity brine was then injected. All experiments were conducted at

ambient conditions with the outlets of the micromodels open to atmosphere.

4.2.4 Image processing

Images were processed to provide both quantitative and qualitative insight into the

experimental results. Imaging at fixed locations across the micromodel allowed for

visualization of fluid distribution evolution due to altered injection conditions. Specif-

ically, images of fixed pore spaces were aligned to enable comparison of pore-level

fluids/solids distributions between each stage of the flow experiments. Furthermore,

images from two-phase experiments (i.e., waterflooding oil reservoirs) were binarized

to distinguish between the various phases, i.e., crude oil, brine, and pore matrix.

These image sequences provided (i) quantitative data on the saturations of the phases,

and hence, oil recoveries after each injection process, and (ii) qualitative data on the

pore-scale oil/brine distribution and preferential regions for clay and oil mobilization.

All image processing was performed using Matlab and ImageJ.
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4.3 Results and Discussion

Kaolinite and montmorillonite particles were deposited into the microfluidic network

to study directly the effect of low salinity brine injection on formation damage in clay-

rich rock and its impact on oil recovery. The deposition techniques described by Song

and Kovscek 2015 [80] successfully achieved the representative fines structures, wetta-

bility properties, and salinity response of real sandstone. Specifically, montmorillonite

particles were deposited as pore-lining particles and kaolinite particles exhibited both

pore-lining and pore-plugging behavior. These deposition patterns correspond to the

clay structures found in real sandstones. Second, wettability alteration of the micro-

model due to the presence of clay was observed. Specifically, clay-dense pore-spaces

were found to be non-wetting to the water phase in the presence of air. Third, a

critical salt concentration (CSC between 4000 ppm NaCl and 6000 ppm NaCl) for

kaolinite mobilization from the pore surface was identified and corresponds well to

the literature for Berea sandstones. The clay deposition process was thus deemed

valid to replicate real rock properties within a micromodel and flow experiments were

henceforth carried through to visualize directly the effect of low salinity fluids on the

system.

4.3.1 Montmorillonite response to low salinity shock

Montmorillonite-functionalized micromodels were first saturated with a 15000 ppm

high salinity brine and subsequently flooded with a 4000 ppm low salinity brine.

Pressure drop measurements across the clay-functionalized micromodel indicated sig-

nificant formation damage due to the low salinity shock. Specifically, a 6-fold decrease

in system permeability was measured from ∼ 800 mD to ∼ 130 mD. Alignment of the

images at fixed locations before and after the low salinity waterflood allowed for direct

monitoring of the effect of low salinity brine injection at the pore scale. Clay particle
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swelling was not visualized in this system, however significant fines migration was

observed. Specifically, detachment of montmorillonite particles was highly sensitive

to the injection brine salinity, as shown in Fig. 4.1 where the stably attached mont-

morillonite particles at high salinity (Fig. 4.1(a)) were released with the introduction

of the low salinity brine (Fig. 4.1(b)). The visualization results here suggest that the

dominant formation damage mechanism in the montmorillonite-rich micromodel was

caused by swelling-induced fines migration, where clay swelling causes the detachment

of other particles within the pore structure. Interestingly, low salinity core flooding

experiments performed by Mohan et al 1993 [151] concluded that swelling-induced

fines migration contributed significantly to formation damage in montmorillonite-rich

sandstones.

Figure 4.1: Fines release and mobilization due to low salinity brine injection in a
montmorillonite-rich sample. Initial clay particle distribution at 15000 ppm high
salinity conditions (a) and mobilized montmorillonite distributions after the 4000 ppm
low salinity waterflood (b) at the same pore location show significant fines release due
to the low salinity shock.
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4.3.2 Kaolinite response to low salinity shock

Kaolinite-functionalized micromodels were initially saturated with a 15000 ppm NaCl

high salinity brine and subsequently subject to reduced salinity brine injections by

order of decreasing salinity. Specifically, the single-phase brine injection experiments

showed significant kaolinite mobilization at 4000 ppm NaCl. Fine clay particles were

stably attached on the pore surface for injection brines from 15000 ppm NaCl to 8000

ppm NaCl. Initial clay detachment was observed after 6000 ppm NaCl injection,

and significant kaolinite mobilization was found for brine salinities at and below 4000

ppm NaCl. These results correspond well to experimental core data and theoretical

particle stability calculations in the existing literature on the sensitivity of kaolinite

mobilization to salinity [32, 41, 151].

Pore-level clay mobilization was quantified through image analysis of fixed pore

spaces after each flow experiment. Regions affected by clay mobilization (e.g., de-

tachment and redeposition) were recorded for each fixed pore location. Pore-scale

images were obtained at each of the 25 fixed locations after high salinity (15000 ppm

NaCl) brine injection and low salinity (4000 ppm NaCl) brine injections were com-

pared. Formation of pore-lining deposits and pore-bridging structures were observed.

The regions affected by clay mobilization were aligned to the base image of the mi-

cromodel pore network. Summation of the images enabled characterization of the

regions that were particularly susceptible to formation damage due to clay particle

redeposition during low salinity waterflooding. Comparison between the formation

damage map and single-phase flow simulation through the porous medium is shown

in Fig. 4.2. Initial clay particle distributions within the pore space are shown in

Fig. 4.2(a), while the effect of low salinity waterflooding is shown for the same pore

space in Fig. 4.2(b). Figure 4.2(c) shows the single-phase velocity map of the pore

space obtained by solving the full Navier-Stokes equations for the micromodel pore

geometry under the corresponding experimental conditions. All velocities shown in
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Fig. 4.2(c) are normalized against the maximum velocity of the simulation and thus

vary from 0 (blue) to 1 (red). Furthermore, all velocities shown are consistent with

the scale bar.

Formation damage due to clay mobilization was observed following the low salinity

waterflood. Specifically, formation damage due to clay particle redeposition was most

prevalently found in large pores that were experiencing flow of intermediate velocity

(e.g., Fig. 4.2(i) and (ii)). Figure 4.2(iii) and (iv) show that formation damage

due to pore-bridging structures, however, were found to span small pores with high

fluid velocity. While pore-bridging structures were not found at every pore with high

fluid velocity, there was a higher probability of clay particles to form pore-bridging

structures in those regions (i.e., the constrictions). These observations are consistent

with current theories on pore-plugging mechanisms due to fines migration for non-

swelling clays such as kaolinite [151].

Figure 4.2: Formation damage due to kaolinite mobilization during low salinity wa-
terflooding. Initial clay particle distribution at 15000 ppm high salinity conditions
(a) and mobilized kaolinite particles after 4000 ppm low salinity waterflooding (b) at
the same pore location are compared with the single-phase velocity map from pore-
scale simulation. Regions (i) and (ii) show the re-deposition of mobilized particles
as pore-lining clays in the pores that were experiencing intermediate/slow velocities,
while regions (iii) and (iv) show the formation of pore-bridging structures across high
velocity flow paths. All simulated velocities shown in (c) are normalized against the
maximum velocity of the porous system. Pore-scale simulations provided by Soulaine
2016 (Personal communication) [155].
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4.3.3 Oil recovery from kaolinite- and montmorillonite rich

systems in response to low salinity shock

Two-phase experiments were conducted with kaolinite- and montmorillonite-functionalized

micromodels, respectively. The system was saturated with the formation brine and

subsequently injected with the corresponding crude oil. The system was aged at am-

bient conditions for two weeks to establish initial conditions representative of clastic

reservoirs. Two weeks of aging allowed for sufficient interactions between the various

components in the crude oil, brine, and solids and to reach thermodynamic equi-

librium. No significant changes in the pore-level fluid behavior were observed for

longer interaction time. Images were obtained at the 25 fixed locations across the

micromodel after the aging process to establish the pore-level initial conditions.

Figure 4.3 shows the direct visualization of the fluid distributions at a particular

pore location near the center of the micromodel. Specifically, Fig. 4.3(a) shows the

kaolinite-functionalized micromodel saturated with formation brine and Fig. 4.3(b)

shows the initial condition at the same pore location. To understand the impact

of low salinity waterflooding experiments and formation damage on the system, an

initial 10000 ppm high salinity waterflood was performed to provide a basis for com-

parison with conventional waterflooding results. The result of the high salinity brine

injection is shown in Fig. 4.3(c). Next, a 4000 ppm low salinity brine was injected to

investigate the effect of low salinity waterflooding on the system. The result of the

low salinity brine injection is shown in Fig. 4.3(d). Oil was collected at the outlets

of the microfluidic system, corresponding to a decrease in oil saturation throughout

the micromodel and thus an increase in oil recovery.
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Figure 4.3: Direct visualization of pore-level water-oil-clay-silicon phenomena at a
fixed pore location near the center of the micromodel. The clay-functionalized pore
space that is fully saturated with formation brine (a) is injected with crude oil until
residual water saturation is reached and aged to create initial conditions analogous
to clastic reservoirs (b). High salinity (10000 ppm brine) waterflooding of the system
is performed to standardize the experimental results (c). Low salinity (4000 ppm)
brine injection shows decreased pore-level oil saturation, i.e., increased oil recovery.

Overall clay mobilization in the oil-brine system was difficult to quantify due to

the relative opacity of the crude oil combined with the visual artifacts associated

with the adhesion of oil on the pore surface. Mobilization of kaolinite particles in

regions with high clay density, however, was observed following the low salinity brine

injection, as shown in Fig. 4.4. Specifically, Fig. 4.4(a) shows the initial clay particle

distribution in formation brine. No clay particle mobilization was observed after the

high salinity brine injection, as shown in Fig. 4.4(b). Clay particle distributions after
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the low salinity brine injection, however, show that fines mobilization occurred in this

case. Comparison between the boxed regions in Fig. 4.4(b) and Fig. 4.4(c) shows

a deficit of clay particles after the low salinity flood. This correlates well with the

mobilization of particles at low salt concentrations in the single-phase experiments.

Figure 4.4: Mobilization of pore-plugging kaolinite particles as a result of low salin-
ity waterflooding. The initial clay particle distribution is shown for the pore-space
saturated in formation brine (a). The deficit of clay particles in the white box af-
ter the 4000 ppm low salinity flood (c) in comparison to the clay particles after the
10000 ppm high salinity flood (b) show that similar to the single-phase experiments,
clay particles in the two-phase experiments were also sensitive to the salinity of the
injection brine.

The minimal local oil mobilization associated with the detachment of clay parti-

cles, however, does not correlate well with the significant increase in oil production

observed. Because the micromodel was constructed by repeating a single unit of pore

geometries across the micromodel, comparison of fluid behavior in repeated pore

structures across the micromodel allows for the identification of specific pore geome-

tries that were most sensitive to the experimental conditions. In other words, if a pore

geometry was consistently affected by clay mobilization across the micromodel then it

was identified as a problematic pore, and similarly, if a pore was consistently affected

by oil mobilization across the micromodel then it was deemed an oil mobilization

pore. A comparison map identifying the locations of pore-level formation damage

was generated at each of the 25 fixed locations across the micromodel by comparing
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the experimental images before and after the low salinity waterflood. The pores were

then matched to the pore geometry map of a single base unit to identify the pores that

were most commonly affected by formation damage due to single-phase low salinity

waterflooding. A similar treatment of the oil mobilization pores was performed to

identify the pores that were most susceptible to increased oil recovery due to low

salinity waterflooding. These results are shown in Fig. 4.5. Specifically, the pores

that were consistently affected by formation damage are highlighted in red, while

the pores where the brine consistently displaced the oil phase during low salinity

waterfloods are highlighted in blue. This analysis was performed for both kaolinite-

and montmorillonite-functionalized systems, as shown in Fig. 4.5(a) and Fig. 4.5(b),

respectively.

Importantly, for the kaolinite-functionalized micromodels, the pores most affected

by pore-level formation damage showed minimal increases in oil recovery, and vice

versa. Low salinity brine injection most commonly mobilized oil in the smaller pores,

i.e., pore radius between roughly 30 to 80 µm, whereas formation damage most com-

monly occurred in the larger pores, i.e., pore radius between ∼ 50 µm to 150 µm.

These results suggest that the significant redeposition of the mobilized clay particles as

pore-plugging structures resulted in drastic blockage of preferential flow paths within

the micromodel. As a result, injected brine was diverted to previously unfavorable

paths (i.e., pores that were filled with oil) and therefore contribute to the increase in

oil recovery observed at concentrations below the critical salt concentration.

Similarly, low salinity waterflooding in montmorillonite-functionalized micromod-

els showed an 8.5% increase in oil recovery. The pores most affected by clay de-

tachment also showed minimal increases in oil recovery, and vice versa. In this case,

however, oil was mobilized in larger pores as a result of low salinity waterflooding,

i.e., pore radius between ∼ 80 µm to 130 µm, whereas formation damage most com-

monly occurred in the smaller pores, i.e., pore radius between ∼ 20 µm to 80 µm.
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Pore-lining montmorillonite was most commonly found in smaller, low velocity pores

at initial conditions and was less prevalent in larger, high velocity flow paths. The

mobilization of swollen montmorillonite did not appear to result directly in improved

recovery under the conditions studied.

The contrast of results obtained using kaolinite and montmorillonite illustrates,

potential, important effects of the clay type on low salinity waterflooding. Such

differences may be related to the nature of non-swelling versus swelling clays and/or

the microstructure of clay deposition on pore walls.
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Figure 4.5 (previous page): Comparison of regions affected by clay mobilization (red)
and regions of increased oil recovery (blue) compiled on a single base image unit for a
kaolinite-functionalized micromodel (a) and a montmorillonite-functionalized micro-
model (b). Macroscopic comparisons between the regions that were most susceptible
to formation damage with the regions that were most susceptible to oil mobilization
of the kaolinite-functionalized system suggest that flow diversion due to formation
damage plays a dominant role in low salinity increased oil recovery.

4.4 Conclusion

In this work, pore-level clay particle behavior was visualized directly to delineate the

mechanisms contributing to formation damage under low salinity conditions. In con-

trast to many prior studies, two-phase flow conditions were employed. Montmorillonite-

and kaolinite-functionalized pore spaces were subject to low salinity waterfloods.

Pressure measurements showed 6-fold reductions in permeability, i.e., significant for-

mation damage in the system accompanying fines mobilization. Drastic swelling-

induced fines migration was observed in the montmorillonite-rich system and fines

migration was observed in the kaolinite-rich system as brine salinity was reduced be-

low the critical salt concentration. These direct visualization results correspond well

to those obtained from previous core-flooding experiments in the literature. Kaolinite

detachment and flocculation resulted in (i) the formation of pore-bridging structures

across small pores that experienced high velocities and (ii) the redeposition of pore-

lining structures on larger pores that experienced intermediate velocities. Two-phase

experiments showed increased oil recovery in kaolinite- and montmorillonite-rich rock

during low salinity waterflooding where fines mobilization occurred. Mechanisms dic-

tating the increased oil recovery due to low salinity waterflooding were explored by

characterizing the pores that were most susceptible to oil mobilization and comparing

those to the pores that were most susceptible to formation damage in the kaolinite-

and montmorillonite-rich micromodels. Flow diversion from blocked preferential flow
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paths due to formation damage to smaller pores was a major mechanism for increased

oil recovery during low salinity waterflooding in kaolinite-rich systems, whereas mo-

bilization of pore-lining swollen montmorillonite did not appear to result directly in

improved recovery under the conditions studied.



Chapter 5

Spontaneous Clay Pickering

Emulsification

Clay-rich sandstone formations contain vast deposits of petroleum resources. Low

salinity waterflooding presents a low-energy, low-environmental impact method to im-

prove oil recovery from these systems. Fundamental mechanisms dictating improved

oil recovery at low salinity conditions are not well-understood currently. This chap-

ter investigates low salinity waterflooding at the pore-level to delineate fundamental

mechanisms underlying oil recovery. Clay-functionalized two-dimensional micromod-

els are used to provide direct visual observations of crude oil, brine, and clay particle

interactions within the pore-space. Using this microvisual approach, establishment of

initial reservoir conditions show wettability evolution of the initially water-wet sys-

tem towards a mixed-wet condition due to clay-particle interactions with the reservoir

fluids, i.e., crude oil and brine. Pore-scale behavior during low salinity waterflood-

ing shows spontaneous emulsification of the crude oil and brine. Specifically, the

emulsions generated are Pickering type stabilized by the clay particles that were

mobilized at salinities below the critical salt concentration (CSC). Spontaneous gen-

eration of the stable Pickering emulsions reduces mobility through preferential flow

105
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paths, thereby resulting in flow diversion of subsequent injection fluids to mobilize oil-

filled pores. Leveraging the stability of the Pickering emulsions, a sequential salinity

cycling method is developed to improve overall oil recovery by an additional 8 % of

the original oil in place. Flow diversion due to spontaneous Pickering emulsification in

preferential flow paths observed here provides fundamental insight to the design and

application of low energy-input, low environmental-impacts techniques in the field.

5.1 Introduction

Clay-rich sandstones contain vast deposits of global petroleum resources. Recovery

of oil from these systems, however, is often limited [156]. Low salinity waterflooding,

the injection of brine that is reduced in salinity compared to the original reservoir

formation brine, presents an opportunity to improve overall oil recovery significantly

[4, 156, 101, 100, 36, 29, 91, 5]. Specifically, low salinity brine injection is of industrial

interest due to its low economic requirements as well as its ability to recover oil

without significant energy or environmental impacts. Results from laboratory- and

field-scale experiments, however, lack agreement.

Fundamental understanding of the underlying mechanics that dictate the improve-

ments in oil recovery with low salinity brine injection, i.e., the low salinity effect,

must be understood for large-scale field-level implementation. Several mechanisms

have thus far been suggested in an attempt to explain the low salinity effect. Specif-

ically, three of the proposed mechanisms include (i) fines migration, whereby clay

particles are mobilized in the pore-space and alter the overall wettability of the rock

[4]; (ii) multicomponent ion exchange (MIE), in which the adsorbed charged compo-

nents of the crude oil are replaced by an aqueous-phase ion such that the adsorbed oil

molecules are released into the free-flowing phase [42]; and (iii) saponification, or, the

generation of emulsions, due to the release of naturally present surface-active agents
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(surfactants) from the crude oil at the oil-brine interface [45]. Lack of agreement in

the literature on the role of each proposed mechanism in inducing the low salinity

effect necessitates mechanistic studies at the fundamental scale.

Fundamental behavior of petroleum reservoirs is dictated by pore-scale dynamics

due to their porous nature [107]. Direct pore-level understanding of fluid transport

through petroleum reservoirs has been limited due to the opacity and heterogeneity

of rock. Advances to in-situ visualization techniques such as X-ray computed to-

mography (CT) has enabled observations of fluid distributions in real rock samples

[141, 142, 157, 158]. Spatiotemporal resolution of such techniques, however, is poor

in comparison to those required to delineate the fundamental pore-scale dynamics.

Microfluidic systems are emerging as a useful tool for the direct visual study of

petroleum systems behavior at the fundamental pore-scale. Specifically, micromodels,

microfluidic platforms that have representative pore geometry of real rock, lend direct

insight into the pore space by allowing real-time, micro-scale visualization [79, 107].

Current state-of-the-art techniques for micromodel fabrication imprints rock pore

geometry into silicon wafers through plasma etching, and the etched silicon wafer

is subsequently bonded anodically with glass to enable flow and direct visualization

[79]. Most recently, real-rock microfluidics [94] was developed to replicate the rock

material more closely. Specifically, pore geometries have been etched into real-rock

substrates such as calcite [94], shale [96], and coal [97]. Further, glass- and silicon-

based microfluidics have been surface-functionalized with minerals such as clay [80, 76]

and calcite [106] (see Chapter 6) to enable direct visual observation of fluid transport

through and interactions with real rock material.

In this work, clay-functionalized micromodels are used to investigate the inter-

actions between crude oil, brine, and clay particles that underlie the low salinity

effect in clay-rich sandstones. The clay-functionalized micromodel is initialized to

reservoir conditions by formation brine and crude oil injection, respectively, and by
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aging to allow for sufficient equilibration. The crude oil used in this chapter is of

industrial interest. Wettability changes to the pore space as a result of the clay par-

ticles are monitored. Pore-scale dynamics due to the injection of brines at high and

low salinities were visualized directly through a microscope. Surprisingly, sponta-

neous generation of large-diameter emulsions were observed at very low salinity (i.e.,

freshwater) conditions throughout the preferential flow paths. We determine stable

emulsions to be a result of the mobilized clay particles that stabilize the water-oil

interface, thereby forming stable Pickering emulsions. Presence of the stable emul-

sions is leveraged to design a salinity cycling scheme that further improves overall oil

recovery by an additional 8.5 % original oil in place (OOIP).

5.2 Experimental Methods

Experimental investigation of crude oil, brine, and clay interactions were conducted

at the microscopic pore-scale and at the bulk scale. The following sections describe

the pore- and bulk-scale methods taken, respectively.

5.2.1 Direct Visualization of Pore-Scale Dynamics

Direct, real-time visualization of pore-scale dynamics was enabled by a geochemically-

representative micromodel, fluid delivery system, and a microscope and camera (Chap-

ter 2, Fig. 2.3). Clay-functionalized micromodels with representative pore geometry

and surface properties of real reservoir rock were used to visualize pore-scale oil recov-

ery dynamics in clay-rich sandstones. The etched-silicon micromodel fabrication and

clay-functionalization methods follow the processes described in Chapters 2, 3, and 4

[80, 76]. Kaolinite clay (Kaolin, K2-500, Fisher Scientific) was used in this work due

to its mobility with decreasing salinity and to mimic the target reservoir properties.

The micromodels used in this work follow a sandstone grain pattern obtained from
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binarized thin-section images of real sandstone.

Fluids correspond to a specific clay-rich reservoir of industrial relevance. The

composition of the formation brine is listed in Table 5.1. Properties of the crude oil

are shown in Table 5.2.

Table 5.1: Composition of brine used to simulate initial reservoir conditions.

Analytical Grade Reagents Concentration (g/L)

CaCl2 · 2H2O (Calcium chloride dihydrate) 0.183

MgCl2 · 6H2O (Magnesium chloride hexahydrate) 0.585

NaCl (Sodium chloride) 20.461

KCl (Potassium chloride) 0.611

Na2SO4 (Sodium sulfate) 0.109

Table 5.2: Crude oil characterization [148].

Crude oil properties Value

Acid number (mg/g) 2.36

Base number (mg/g) 6.02

Asphaltene content (wt%) 2.69

Density (◦API) 21

Viscosity at 22.8◦C (cP) 105.7

To replicate natural geological deposition, the clay-functionalized micromodel was

first saturated with the formation brine (Fig. 5.1a). Crude oil was injected at ∼

1 m/day until residual water saturation was reached to mimic the process of oil

migration into the reservoir (Fig. 5.1b).

The oil- and brine-filled micromodel was then submerged under crude oil at am-

bient conditions for two weeks to allow for sufficient interactions and equilibration
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between the phases (Fig. 5.1c). This is referred to as aging. The aged micromodel is

taken as the initial reservoir condition, analogous to the industrial oil reservoir that

this study is modeled around.

In keeping with industrial practices, several pore-volumes of high salinity brine

(10 000 ppm NaCl) were injected into the aged micromodel to standardize the model

system with primary and secondary recovery processes commonly practiced in the

industry (Fig. 5.1d). Low salinity brine (4000 ppm NaCl) was injected to study the

dynamics of the clay-rich sandstone system during low salinity waterflooding (Fig.

5.1e). Brine with 4000 ppm NaCl was chosen here in accordance with the critical

salt concentration for kaolinite mobilization found in Chapter 3 [80] to investigate

the importance of clay during low salinity waterflooding.

Freshwater (i.e., deionized water) was injected to investigate the effect of reduced

salinity on overall oil recovery from the clay-rich sandstone model rock (Fig. 5.1f).

All fluids were injected into the micromodel at a nominal velocity of 1 m/day to

represent realistic subsurface flow conditions. Fluids were delivered using a syringe

(BD 60 mL syringe, 309653) and syringe pump (Harvard Apparatus, Holliston, MA)

at ambient conditions. Microvisual imaging was achieved immediately following each

injection process using a confocal microscope (Sensofar Sneox 3D optical profiler).

Images were captured at 25 fixed locations across the micromodel to minimize pore-

scale variations. Fluid phases from the captured pore-scale images were segmented to

quantify the fluid saturations and oil recoveries from the clay-rich sandstone model

system.

5.2.2 Bulk-Scale Measurements

Interactions between crude oil, brine, and clay were characterized at the bulk scale.

Specifically, emulsification with and without clay was tested using the crude oil (Table

5.1), the formation brine (Table 5.2), and deionized (DI) water through a simple
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shake-test in glass scintillation vials (20 mL Borosilicate Scintillation Vials, DWK Life

Sciences Wheaton). Clay contents were varied for fixed water-oil ratios to investigate

the minimum clay presence required to generate stable emulsions. Specifically, clay

contents were varied from zero to 4.78 wt% in DI water with crude oil mixtures, and

zero to 4.68 wt% in reservoir brine with crude oil mixtures. The vials of brine/DI

water, crude oil, and/or clay were shaken vigorously for 1 minute and allowed to

equilibrate. The emulsification process, or lackthereof, was monitored over time and

emulsions sizes, if available, were characterized.

5.3 Results and Discussion

5.3.1 Aging

Clay-functionalized micromodels with representative geometric and surface charac-

teristics of real clay-rich sandstone (see Chapters 2 and 3 [80] for validation study)

were used to study crude-oil, brine, and rock interactions. Specifically, functionalized

micromodels were saturated with reservoir formation brine to recreate initial geolog-

ical deposition processes (Fig. 5.1a). Crude oil migration into the reservoir rock was

replicated by crude-oil injection into the micromodel until residual water saturation

was reached, i.e., no more water could be removed (Fig. 5.1b). Immediately following

crude-oil migration, the clay-functionalized micromodel was strongly water-wet, as in

silicon-based systems. Recall that petroleum fluids migrate to, accumulate, and reside

in subsurface reservoirs over geological time (i.e., on the order of ∼ 10’s to 100’s of

million years). To achieve more realistic initial reservoir conditions, the model system

was aged for two weeks to replicate the equilibration process underground to achieve

representative initial reservoir conditions. Two weeks were deemed sufficient through

monitoring of fluid distribution over time, in agreement with established practice
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[6, 159].
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Figure 5.1 (previous page): Pore-level dynamics of the micromodel. (a) Clay-
functionalized micromodel is saturated with formation brine (see 5.1 for composition)
to mimic in-situ conditions. (b) Crude oil (see 5.2 for properties) corresponding to
the formation brine is injected until the residual water saturation is reached to mimic
the process of petroleum migration into the reservoir. (c) The micromodel is aged for
two weeks to allow for the crude oil, brine, and solids to interact and equilibrate. This
is the initial reservoir condition. (d) Initial high salinity brine (10 000 ppm NaCl) is
injected to benchmark the experiment with secondary recovery results. (e) Improved
oil recovery (∼ 6.5 % OOIP) is observed following low salinity brine (4000 ppm NaCl)
injection. (f) Surprisingly, large (diameter ∼ 5 to 30 µm) emulsions form through-
out the pore-space during injection of deionized (DI) water. Emulsions are formed
spontaneously throughout the preferential flow paths along the water-oil interfaces.

Importantly, a mixed-wet condition is observed in the aged micromodel, away

from the initial strongly water-wet condition. Equilibration between the fluid and

solid constituents, i.e., aging, showed fluid redistribution from an initially water-wet

condition (Fig. 5.2a) towards one that is more mixed-wet (Fig. 5.2b,c). Specifically,

immediately following crude oil introduction to the system, water is found in the

smallest pores and macroscopic water films line the grains (Fig. 5.2a). This is a

classic example of the strongly water-wet condition. After aging, however, invasion

of moderate-sized pores by crude oil (dashed box in Fig. 5.2a,b) and disappearance

of the macroscopic water films are observed (Fig. 5.2b). The altered state at the end

of aging is attributed to crude-oil, brine, and clay interactions. Specifically, charged

edges of kaolinite clay particles attract charged components in the crude oil and hence

alter the pore region towards oil-wetness. Mixed-wettability in the aged micromodel is

further validated through observation of irregular water-oil interfaces due to pinning

(Fig. 5.2c,i) and thin oil-films (Fig. 5.2c,ii). These results are consistent with the

scenario for development of mixed-wettability [11] and are comparable to mixed-

wettability of real clay-rich sandstone at initial reservoir conditions [156].
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Figure 5.2 (previous page): Transition to mixed-wet behavior at the pore-scale due
to aging. (a) Prior to aging, water resides in smallest pores and macroscopic water
films surround silicon grains, consistent with water-wet systems. (b) Following aging,
macroscopic water films are no longer visible due to crude-oil interactions with clay.
Mixed-wet behavior is further exemplified by crude oil displacement of brine in smaller
pore-spaces (dashed box areas in (a) and (b)). (c) Mixed-wettability at the pore-
scale is evident through observation of irregularly-shaped water-oil interfaces due to
interfacial pinning on the clay particles (c,i), presence of thin oil films on the pore
surface (c,ii), and occupancy of oil in smaller pore spaces (a,b, dashed boxes).

5.3.2 Oil Recovery

Upon aging, the micromodel system is deemed representative of initial reservoir con-

ditions. Injection of high salinity (10 000 ppm NaCl) brine displaced some of the

crude oil and created preferential flow paths through the porous medium (Fig. 5.1d).

Connected groups of water-saturated pores enables flow preference for the injection

brine, and thus the bypass of oil-filled pores. Oil from the bypassed pores is not re-

covered. Notice, however, that not all oil-filled pores are bypassed pores, but instead

are pores where the oil-wet pore-surfaces have retained the crude oil. This is espe-

cially apparent when comparing the boxed region in Fig. 5.1d after the high salinity

waterflood to the corresponding region at initial reservoir conditions in Fig. 5.1c.

As a means to improve oil recovery from clay-rich sandstone reservoirs, low salin-

ity waterflooding presents a method that minimizes the environmental and energetic

impact associated with oil recovery. Of industrial interest, low salinity (4000 ppm

NaCl) brine injection resulted in an increase in oil recovery, i.e., less oil saturation,

from the micromodel system (Fig. 5.1e). With the low salinity brine, the wettability

of the pore surfaces appear to shift from a mixed-wet condition to a water-wet con-

dition. Specifically, development of macroscopic water films and removal of the thick

residual oil films following low salinity brine injection (Fig. 5.1e, boxed region) serve

as direct evidence. It is worth noting that the concentration of the low salinity brine
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chosen here corresponds to the critical salt concentration (CSC) that was measured

for kaolinite clay particle mobilization in this micromodel system (see Chapter 3 for

details [80]) and that clay particles are mobilized in this system (see Chapter 4 for

details [76]).

Sensitivity of oil recovery to injection brine salinity was delineated with a tertiary

injection of freshwater (DI water, Fig. 5.1f). Surprisingly, water-in-oil emulsions

formed spontaneously throughout the micromodel. The emulsions were large (diam-

eter ∼ 5 to 30 µm) and populated the preferential flow paths forged during the high

and initial low salinity brine injections. Unlike the small (diameter < 1 µm) emulsions

due to the release of surface-active components at the oil-water interface (Fig. 5.4a)

postulated previously [45], the emulsions generated in the present system are much

larger in size.

Equilibration of the spontaneously generated emulsions shows that the emulsions

are stable (Fig. 5.3). Emulsion surfaces appear rigid in structure, unlike surfactant-

stabilized emulsions. Recall that the critical salt concentration (CSC) for kaolinite

clay particle detachment and mobilization in this micromodel system is 4000 ppm

NaCl. In other words, salinities below the CSC, as in the current system, results in

an abundance of mobile detached clay particles.

The stability of the emulsions combined with its spontanous generation, its rigid-

ity, and the availability of mobile clay particles in the low salinity pore space leads

to the conclusion that the emulsions generated are of Pickering type (Fig. 5.4b).

Pickering emulsions are those stabilized by the charged surfaces of particles at the

fluid interface. In the present system, mobile kaolinite clay particles, on the order of

µm, serve as the stabilizing agents. Recall that kaolinite clay particles have charged

edges by nature.
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Figure 5.3: Stability of 5 to 30 µm diameter emulsions at the pore-scale. (a) Emulsions
throughout the preferential flow paths after freshwater injection. (b) Emulsions are
stable after one week of equilibration.
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Figure 5.4: Cartoon illustrations of the emulsion stabilizing agents. (a) Surface-
active components (surfactant) stabilized emulsions due to added crude oil and brine
chemistry. This is the type that has been reported previously to aid in low salinity
improved oil recovery [45]. (b) Pickering emulsions, as observed, are stabilized due
to charged surfaces of the clay particles that have been mobilized at salinities below
the CSC for clay particle detachment (i.e., at low salinities).

Comparison between clay-present and clay-absent systems at both the microscopic
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pore-scale and at the bulk-scale confirm the spontaneous generation of Pickering

emulsions (Fig. 5.5). Specifically, in the absence of clay, a clean, distinct interface

between the crude oil phase and the aqueous phase is observed at both the pore-level

(Fig. 5.5a) and at the bulk-level (Fig. 5.5c). No emulsions were generated without

clay particles present, as expected for this surfactant-poor crude oil-brine system.

In the presence of clay, however, Pickering emulsions were generated at both the

pore-scale (Fig. 5.5b) and the bulk-scale (Fig. 5.5d). Bulk- and pore-scale Pickering

emulsions, importantly, have been stable since January 2016.

Due to the requirement of clay-particle availability on the formation of Pickering

emulsions, emulsification as a function of clay content was investigated in bulk (Fig.

5.6) as a proxy of the pore-scale dynamics. Specifically, fixed volumes of aqueous

phase (reservoir brine or DI water) and crude oil were added to varying kaolinite clay

masses to delineate the impact of clay content and salinity on Pickering emulsification.

For both brine/crude-oil and freshwater/crude-oil systems, a minimum clay content

was required to generate a stable emulsion. In the case of crude oil with DI water,

the minimum clay content required for stable Pickering emulsification was 1.64 wt%

kaolinite (Fig. 5.6a,c). Crude oil and reservoir brine systems, however, required less

clay (0.81 wt% kaolinite) to generate stable Pickering emulsions (Fig. 5.6b,c). The

reduced requirement on clay content may be explained by the increased ion availability

due to the dissolved salts. Interestingly, the sizes of the Pickering emulsions generated

in both brine/crude-oil and freshwater/crude-oil systems decrease with increasing clay

availability (Fig. 5.6c).
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Figure 5.5: Comparison of crude oil - brine system in the absence and presence
of clay. Pore-scale micromodel experiments show clean water-oil interfaces in the
absence of clay (a) and stable emulsions in the presence of clay (b), respectively.
Bulk experiments show that in the absence of clay (c), brine and the crude oil prefer
to reside in their individual phases, i.e., no emulsions are formed. In the presence of
clay (d), however, stable Pickering emulsions are formed. The Pickering emulsions
are stable over three years (b,d). We do not add surfactant to the oil-water system,
and thus no stable emulsions were formed in the absence of clay (a, c). Charged
clay-particle surfaces act to stabilize the Pickering emulsions observed at both bulk-
and pore-scales (b, d).
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Figure 5.6 (previous page): Pickering emulsification as a function of clay content
in bulk-scale shake tests. (a) Emulsification between crude oil and freshwater. No
emulsions were formed for clay contents below 1.64 wt%. (b) Emulsification between
crude oil and the reservoir brine. No emulsions were formed for clay contents below
0.81 wt%. (c) Characterization of emulsions sizes as a function of kaolinite clay
content shows a minimum clay content to form stable emulsions in the system, and
that emulsions sizes decrease with increasing clay availability.

Decreased emulsion sizes with increasing clay availability may explain some core-

scale observations of increased oil recovery with clay content from the literature.

Specifically, generation and residence of emulsions in the preferential flow paths create

pressure buildups across those paths as a result of the large number of interfaces, and

thus, capillarity forces, needed to overcome for flow. Presence of high clay content

in the reservoir enables the formation of Pickering emulsions of smaller diameters in

the preferential flow paths. Dense populations of small emulsions in the preferential

flow paths exacerbate the flow blockage through the water-saturated preferential flow

paths by increasing the number of interfaces present.

The resulting resistance to pore-scale flow due to increased numbers of interfaces

from small, dense emulsions thus reduces the local permeability of subsequent injec-

tion fluids. As a result, subsequent injection fluid, such as brine, is diverted to pockets

of the continuous crude oil phase with few interfaces to overcome. The macroscopic

pressure gradient is largely unchanged because of the flow diversion mechanism. That

is, the emulsification of the previous preferential flow paths forces fluids to forge new

paths through the oil-filled pores. The pressure required to overcome a single in-

terface, in comparison to that required in the emulsion-filled pores, is akin to the

macroscopic pressure gradient at initial high salinity conditions. This may explain

some field observations that show the lack of clay production and pressure buildup

with increased oil recovery under low salinity conditions [42, 10].
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The combined spontaneous Pickering emulsification and flow diversion mecha-

nisms here enable a tertiary increase in oil production from the system. Pore-scale

micromodel experiments show that with subsequent injection of high salinity (20 000

ppm) brine, overall oil saturation in the system is reduced. In other words, overall

oil recovery is increased.

Direct visual quantification of oil recovery from the clay-rich sandstone system is

achieved through imaging and image processing. Representative averages were ob-

tained by imaging at 25 fixed locations across the micromodel (Fig. 5.7a). Images

were taken at each specified location following each injection process to track the

evolution of the local fluid distribution at initial reservoir conditions (Fig. 5.7b,i),

following the high salinity brine injection (Fig. 5.7b,ii), the low salinity 4000 ppm

brine injection (Fig. 5.7b,iii), and the freshwater Pickering emulsification and subse-

quent high salinity brine injection (Fig. 5.7b,iv).

Image sets from each location were segmented (Fig. 5.7c) to delineate the oil

(green), brine (blue), and solid (black) phases. The segmented images enable direct

calculation of fluid phase saturations, i.e., oil recovery factors, of each location af-

ter each injection process. The two-dimensional nature of the micromodel enables

quantification of volumetric saturations of crude oil, So = Vo/Vpore = Ao/(Ao + Aw),

and brine, Sw = 1 − So, directly from the images. Here, the volumes of oil, Vo, and

pore space, Vpore = Vo + Vw, are determined from the areas that the brine and oil

occupy. Oil recoveries following each injection process are averaged across the micro-

model to determine the overall oil recovery (Fig. 5.7d). In this work, we find that

the initial high salinity 10 000 ppm waterflood recovered ∼ 38% of the original oil in

place (OOIP), consistent with core- and field-scale studies [9]. Traditional low salin-

ity 4000 ppm brine injection increased overall oil recovery by ∼ 6.5% OOIP, again

corroborated by core-flooding experiments [9]. The new salinity cycling method that

we implement here, whereby freshwater is injected to mobilize clay particles and to
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generate stable Pickering emulsions spontaneously that block preferential flow paths

and divert flow towards oil-filled pores followed by an additional high salinity flood,

increased the overall oil recovery by an additional ∼ 8% OOIP.

(d)

38.4 ± 6.0 %
44.9 ± 5.8 %

52.8 ± 5.3 %

(a)

Initial Reservoir

(b) (i)

10 000 ppm Brine

(ii)

4000 ppm Brine

(iii)

Freshwater and 20 000 ppm Brine

(iv)

(c) (i) (ii) (iii) (iv)

Figure 5.7: Quantification of oil recovery from the clay-rich sandstone model system.
(a) Images are taken at 25 fixed locations across the micromodel after each injection
process to obtain a pore-averaged oil recovery factor. (b) Pore-level images of crude
oil and brine distribution in the micromodel at initial reservoir conditions (i), follow-
ing the initial 10 000 ppm high salinity brine injection (ii), following the 4000 ppm
low salinity brine injection (iii), and following the freshwater and subsequent high
salinity brine injection (iv). (c) Segmented images delineating the oil (green), brine
(blue), and grains (black) corresponding to each stage in (b) are obtained through
image processing. Due to the two-dimensional nature of the micromodel platform,
segmented images delineating the area of each phase enables quantification for volu-
metric saturations of the crude oil, So, and brine, Sw. (d) Oil recoveries calculated
from the segmented images across the micromodel show an initial oil recovery of ∼
38% OOIP, followed by an increase of ∼ 6.5 % OOIP after the low salinity waterflood,
and an increase of ∼ 8 % OOIP after the freshwater injection due to flow diversion
from the spontaneous Pickering emulsification of the crude oil.
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5.4 Conclusion

In this chapter, we delineate pore-scale dynamics underlying the presence of clay in

crude-oil and brine systems. Specifically, we observe directly the alteration of pore-

surface wettability due to the presence of clay. We observe the evolution of mixed-

wet surfaces where oil films exist and are retained, and the absence of macroscopic

water films as in strongly water-wet systems. Fundamental mechanisms underlying

the low salinity effect in clay-rich sandstone were investigated using the mixed-wet

clay-functionalized micromodel. In particular, wettability appears to shift towards

water-wetness under low salinity (4000 ppm) conditions, evidenced by the disappear-

ance of thick oil films and the appearance of macroscopic water films. Of particular

interest to the industry, we discover that the mobilized clay particles at low salinity

(freshwater) conditions act to stabilize the oil-water interface and enable spontaneous

generation of Pickering emulsions in the preferential flow paths. The Pickering emul-

sions are characterized and stable over long times. Spontaneous emulsification in

preferential flow paths reduces the local apparent permeability and thus requires a

large pressure differential for flow. As a result, flow is diverted to oil-filled pores

that become amenable for flow at smaller pressure gradient. The overall effect of

the spontaneous Pickering emulsification and flow diversion is quantified, showing an

additional increase in oil recovery of ∼ 8% OOIP.



Chapter 6

Grain-Engulfment during Reactive

Transport

Dissolution of carbonate minerals in porous media is important to many instances of

subsurface flow, including geological carbon dioxide (CO2) sequestration, karst for-

mation, and reservoir stimulation and acidizing. Of particular interest, geological

CO2 storage in deep carbonate reservoirs presents a significant long-term opportu-

nity to mitigate atmospheric carbon emissions. Reactivity of carbonate reservoirs,

however, may negatively impact storage formation integrity and hence jeopardize se-

questered CO2 storage security. In this work, we develop a novel biogenically calcite-

functionalized microvisual device to study the fundamental pore-scale reactive trans-

port dynamics in carbonate formations. Importantly, we discover a new microscale

mechanism that dictates the overall behavior of the reactive transport phenomenon,

where the reaction product, CO2, due to carbonate rock dissolution forms a sep-

arate, protective phase that engulfs the carbonate rock grain and reduces further

dissolution. The presence of the separate, protective CO2 phase determines overall

dissolution patterns in the storage reservoir, and leads to formation of preferential

leakage paths. We scale these results using nondimensional numbers to demonstrate

126
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their influence on industrial CO2 storage security, safety, and capacity, and suggest

optimal design of CO2 injection techniques that ensure long-term secure storage.

6.1 Introduction

Energy demand and climate tensions present some of the most pressing challenges

facing the 21st century [160, 161]. Global atmospheric CO2 concentration increased

from 270 ppm in 1750 [162] to 410 ppm in 2018 [163] due, in large part, to emissions

from fossil fuel consumption [164, 165]. Reducing atmospheric CO2 emissions from

fossil fuel combustion and other industrial sources is a key component in transitioning

towards a low-carbon future.

Geological CO2 storage in subsurface reservoirs provides an immediate industrial

solution to limit large-scale CO2 emissions and to transition to a low-carbon future

[166, 167, 168]. Geological formations suitable for long-term carbon storage include

deep saline aquifers, depleted oil and gas reservoirs, and unmineable coal seams [50].

Deep saline aquifers within carbonate formations, i.e., limestones and dolostones, are

ubiquitous and present the largest storage capacity worldwide [169, 170].

Carbonates, however, are extremely reactive and susceptible to dissolution in

the presence of CO2-acidified brines [94, 171]. Storage reservoir rock dissolution

undermines subsurface CO2 storage security; uncertainty in injected CO2 storage

security currently forestalls large-scale implementation of subsurface CO2 storage

[50, 172, 173]. Predictive models describing reactive transport in geochemically com-

plex carbonate reservoirs are thus required to design CO2 injection schemes that

maximize both storage capacity and storage security.

Predictive models assessing long-term geologic CO2 storage potential require fun-

damental understanding of reservoir integrity [174, 175] and CO2 migration [176]

based on fluid-rock interactions [177, 178]. Core-scale reactive transport experiments
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provide pressure measurements, effluent analyses, and X-ray computed tomography

that show significant reservoir rock dissolution due to CO2-acidified brine [142, 52].

Empirical relations derived from core-scale experiments have been developed to map

the influence of acidity and advection on acid-rock reaction rates and dissolution pat-

terns. Fredd and Fogler 1998 [52] visualized uniform core-scale dissolution under high

Damkohler number (Da) conditions and extended finger-like flow conduits under low

Da conditions. The Damkohler number is defined as Da = reaction rate/ advection

rate. The reactions are represented by 2H+
(aq) + CaCO3(s) → CO2 +H2O(l) + Ca2+(aq)

[52, 179, 180, 53]. Importantly, current macroscopic core-scale literature do not as-

sign a phase to the reaction product CO2; all reaction products are assumed to be

solubilized in the aqueous phase and reaction rates are assumed constant for pre-

scribed acid fluxes [52, 179, 180, 53]. Reactive transport models based on these

assumptions require sample-specific correction factors to match physical rock disso-

lution configurations [178, 179, 180]. New fundamental understanding of reactive

transport mechanisms is therefore required to develop general predictive models for

CO2 storage [181]. More broadly, fundamental understanding of reactive transport

in porous media applies to fields such as acidization of conventional petroleum reser-

voirs, acidization of shale reservoirs, geothermal reservoirs, food processing [182], and

pharmaceutical manufacturing and uptake.

Pore-scale fluid-rock mechanisms ultimately dictate reactive transport in CO2

storage reservoirs [183]. Specifically, pore-scale interfacial reaction dynamics deter-

mine macroscopic reaction rates and rock dissolution patterns [184, 185]. Microfluidics

provides direct real-time, pore-scale visualization of fluid transport and fluid-solid in-

teractions through porous media [94, 107, 75, 79, 186, 108, 80, 76, 143, 117, 131].

Glass- and silicon-based microfluidic platforms with realistic pore geometries (micro-

models) have been developed to enable pore-scale investigations at high-temperature,
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high-pressure geological conditions [79, 186, 108, 80, 76, 99, 143, 187, 88, 89]. Pore-

scale transport and reaction dynamics depend on mineralogy and rock surface chem-

istry. Mineral-functionalized pore surfaces enable direct visualization of the funda-

mental fluid-mineral interactions in microfluidic devices [94, 80, 76, 96].

In this chapter, we capture the physics describing pore-level reactive transport

within carbonates in order to advance understanding and design of secure geologic

CO2 storage. Novel carbonate-functionalized microfluidic devices are developed to

study reactive transport at the interfacial-, pore-, and the pore-ensemble-scales using

microfabrication and bacterial biogenesis. High-temperature, high-pressure, reactive

transport experiments are scaled to replicate realistic CO2 storage conditions. We

find a new fundamental mechanism, grain-engulfment, that dictates reactive trans-

port and CO2 storage security in carbonates through direct pore-scale visualization.

Mechanistic understanding of fundamental interfacial dynamics is extended to deter-

mine practical implications within storage reservoirs through dimensionless analysis.

The new, fundamental grain-engulfment mechanism impacts CO2 storage security

significantly close to injection wells in carbonate storage reservoirs.

6.2 Materials and Methods

Pore-scale visualization of reactive transport through carbonates was achieved using

calcite-functionalized microfluidics. Specifically, two types of calcite-functionalized

flow devices were developed: (i) biogenically calcite-functionalized etched silicon mi-

cromodels that enable direct pore-scale visualization of reactive transport dynamics

at elevated reservoir temperatures and pressures, and (ii) crystalline calcite embedded

polymer microchannels that enable direct quantitative studies of reactive transport

under simpler hydrodynamic conditions. We define mineral-functionalized microflu-

idics as those with the mineralogy, morphology, and surface properties representative
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of the analogous real-rock system. That is, the calcite-functionalized micromodels

developed here contain calcite grains in the pore space and are susceptible to reactive

dissolution. The calcite functionalized etched silicon micromodel provides a direct

approach to visualize reactive transport dynamics at elevated temperature and pres-

sure conditions typical of subsurface systems that was previously not attainable, and

the calcite-embedded microchannel supplements the study by providing insight to the

fundamental dynamics dictating reactive transport.

6.2.1 Biogenic calcite-functionalization of 2D porous medium

Current state-of-the-art etched silicon micromodels capture two-dimensional pore ge-

ometry accurately [79, 76, 80] to enable direct pore-scale visualization of fluid dynam-

ics at elevated reservoir temperatures and pressures in rigid, non-reactive geological

systems. Surface chemistry and reactive alteration of the pore structure, however, are

not replicated. These properties underlie transport through carbonate porous me-

dia. The micromodels used in this work replicate pore-geometries from thin-section

images of real rock in order to capture realistic pore-geometry and pore-size distri-

bution. Detailed design and fabrication methods are described in Buchgraber et al.,

2012 [79, 75, 188] and are not the focus of this work. This section, instead, describes

the novel method by which etched silicon micromodels are functionalized with calcite

grains using bacteria.

Biogenic calcite-functionalization of the two-dimensional porous-media micromod-

els used the bacterium Sporosarcina pasteurii [189]. The bacterium S. pasteurii was

chosen due to its well-documented ability to enable calcite precipitation and growth

on solid surfaces [190, 189, 191, 192, 193]. That is, the calcite grains grown using

this bacterial method are attached securely to the solid surfaces of the micromodel

pore-space. The bacteria were cultivated in brain-heart infusion growth media prior
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to delivery into the 2D silicon porous medium. The bacterial growth media was pre-

pared by mixing 47 g of brain heart infusion into 900 mL of deionized (DI) water.

The well-mixed solution was sterilized for 15 minutes at 121 ◦C in an autoclave. The

sterilized solution was cooled to ∼ 30 ◦C and a concentrated urea solution was added

to make a 2 wt% urea broth. The urea solution was prepared by mixing 20 g of urea

into 100 mL of DI water and was added to the broth by injecting the solution through

a 0.2 µm filter. The bacteria were added to the growth medium to incubate to create

the bacteria-broth injection solution.

The 2D silicon porous medium (micromodel) was initially saturated with DI wa-

ter at atmospheric conditions to ensure an even deposition of bacteria. Microbial

deposition within the pore spaces of the micromodel was achieved by injecting the

bacteria-broth solution into the system. The bacteria-permeated micromodel was

submerged in bacteria-free growth media for 24 h to encourage in situ growth of the

bacteria and to encourage adherence of the bacteria on the micromodel surface.
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Figure 6.1: In situ growth of calcium carbonate (calcite) crystals within the micro-
model pore space. Sporosarcina pasteurii bacteria were deposited into the micromodel
and in situ microbial growth was encouraged by injection of the brain heart growth
media (t = 0). Calcite precipitation was induced with the injection of the urea/CaCl2
cementation solution (t ≥ 1 hour). Calcite grains were grown securely on the pore
surfaces throughout the micromodel after ∼ 3 hours. Calcite grains appear white due
to their natural refractive tendencies without digital image enhancement.

A cementation solution was injected into the bacteria-activated micromodel to

induce calcite (CaCO3(s)) precipitation. Specifically, the cementation solution was

prepared by mixing 1 M urea (urea, U5378, Sigma) and 1 M calcium chloride (calcium

chloride dehydrate, 31306, Sigma-Aldrich) in DI water. The cementation solution was
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injected into the bacteria-activated micromodel at a constant injection velocity of 10

m/day for 20 hours (Quizix QX pump). Calcite crystal growth was monitored using

a microscope (Nikon SMZ 1500) and DSLR camera (Nikon D7100). In situ growth

of calcite crystals initiated after ∼ 3 hours of the cementation process (Fig. 6.1). All

biogenic calcification was conducted at constant injection rate conditions and flow

outlets were open to atmosphere.

6.2.2 Reactive transport in 2D porous media micromodel

Pore-scale reactive transport in carbonate media was visualized using the biogeni-

cally calcite-functionalized micromodels. High temperature, high-pressure experi-

ments corresponding to subsurface conditions (i.e., supercritical CO2 conditions) were

conducted. High pressure fluid delivery to the micromodel was enabled using an alu-

minum manifold and nanoports (Upchurch/IDEX). Two high-pressure pumps (Quizix

QX) supplied the pressurized acidic injectant fluids at a constant rate and maintained

the outlet of the micromodel at a constant pressure (Fig. 6.2). Specifically, CO2 was

added to an accumulator (Swagelok 304L-HDF4-300) filled with 200 mL of acidic

fluid (0.5, 1, and 2 wt% HCl) at 8.27 MPa to ensure that the injection acid was fully

saturated with CO2(aq). The acid was equilibrated with pressurized CO2 overnight to

ensure CO2 saturation in the aqueous phase. Backpressure was maintained at 8.27

MPa with DI water. The pressurized micromodel was submerged in a heated water

bath maintained at 35 ◦C to ensure that the separate CO2 phase was supercritical

to model reservoir conditions. Hot water was circulated to the water bath using

an external heated bath (Digital Plus Thermo Scientific NESLAB RTE17). Flow

and dissolution dynamics were visualized using a microscope (Nikon SMZ 1500) and

DSLR camera (Nikon D7100).
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Figure 6.2: Experimental setup for high temperature, high-pressure microvisualiza-
tion of reactive transport in 2D calcite micromodel. The micromodel is submerged in
a heated water bath and two high pressure pumps are used to deliver injection fluids
and maintain system pressure. The CO2 pump was used to reach reservoir pressures
and deliver the CO2-saturated acid to the calcite micromodel. The backpressure (BP)
pump was filled with DI water to maintain system pressure at 8.27 MPa.

6.2.3 Calcite-embedded polymer microchannel

Single-channel polymer microfluidics facilitated systematic investigation of the para-

metric influence of injection acid concentration, flow rate, and solubility on reactive

transport in carbonate formations. A single octagonal calcite post embedded in a soft,

nonreactive PDMS polymer channel enabled controlled experimental parameters, i.e.,

local advection and reaction rates (Fig. 6.3(b)). To fabricate the visualization plat-

form, a silicon mold (rectangular ridge 37 mm in length, 1.5 mm in width, and 200

µm in depth) was first created using standard photolithography and deep reactive ion

etching techniques, Fig. 6.3. Non-reactive polymer (10:1 PDMS, Silicone Elastomer,

Sylgard) was mixed, degassed, and poured onto the silicon mold to cure and form

the chemically inert microchannel. A slight modification of standard PDMS curing
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procedures (70 minutes at 50 ◦C) was made such that the PDMS was under-cured to

embed the calcite crystal securely. The under-cured PDMS channel was then peeled

from the silicon mold and inlet and outlet ports were drilled to allow for flow. The

PDMS was then cleaned with soap and DI water and placed on a clean glass plate.

Trapped air bubbles between the PDMS and the glass plate lead to optical artefacts

that impair visualization, and thus a good seal between the two materials is desired.

A single octagonal calcite post (500 µm wide, 300 µm height) was then placed in the

center of the channel. Note that the calcite post was taller than the channel walls to

ensure (i) the calcite crystal was firmly embedded in the channel and (ii) the top and

bottom surfaces of the octagonal calcite post were firmly sealed to the polymer to

minimize any two-dimensional effects. Teflon tweezers were used to avoid damaging

the crystal surface because scratches on the calcite surface create additional reaction

sites and bubble nucleation sites that reduce the repeatability of the experiments.

Lastly, a flat sheet of under-cured PDMS was placed on top of the calcite-embedded

open channel and heated on a hot plate at 110 ◦C for 15 minutes to cure and bond

completely.

Figure 6.3: Fabrication technique for the single-crystal, single-channel polymer mi-
crofluidic platform. (a) A single rectangular ridge was molded onto a silicon wafer
using standard photolithography and deep reactive ion etching techniques. (b) PDMS
was poured onto the silicon mold and under-cured to ensure a secure seal between
the embedded calcite crystal and the channel surface. (c) The calcite-embedded open
channel was sealed with a second PDMS plate and heated until fully cured and bonded
(d). The embedded calcite crystal was 500 µm wide and the channel was 1.5 mm x
200 µm in cross-section.
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6.2.4 Reactive transport in 1D polymer micro-channel

Reactive transport parameters were studied systematically using the single-grain

polymer-based microchannel platforms. Acid concentrations of 0.5, 1, and 2 wt%

HCl injected at flow rates of 10, 50, and 100 m/day were tested. All experiments

were conducted at ambient conditions and the outlet was open to atmosphere. The

corresponding dimensionless quantities comparing rates of reaction, advection, and

diffusion are listed in Table 6.1. The dimensional experimental parameters, while dif-

ferent from real geological systems, are nondimensionalized to correspond to realistic

conditions regardless of scale. Specifically, the Peclet (Pe = advection/ diffusion),

Damkohler (Da = reaction/ advection), and modified Stanton (St = solvation/ ad-

vection) numbers are extracted from the experiments (see detailed explanations in

Results and Discussion). Acids were delivered using a syringe pump (Harvard Appa-

ratus, Holliston, MA) and a 10 mL syringe (BD 10 mL syringe, 309604). Reactive

transport dynamics were visualized using a microscope and camera setup (Leica Z16

APO).

Table 6.1: Dimensionless quantities corresponding to the experimental conditions
used. The column labeled regime corresponds to the phase map in Fig. 6.9.

Pe Da St PeDa Regime

1.94 7.52 0.516 14.6 III

10.5 2.51 0.095 26.5 III

10.5 0.677 0.095 7.13 III

2.10 16.6 0.475 34.9 III

124.45 0.0750 2.50 9.33 I

12.45 0.0121 0.00478 0.150 II

62.23 0.0196 0.816 1.22 I

62.23 0.0310 1.08 1.93 I
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6.3 Results and Discussion

New grain-engulfment mechanism during reactive transport

Dynamics at the reactive interface underlies reactive transport and CO2 storage secu-

rity fundamentally. Calcite-embedded microchannels were used to visualize directly

the interface-scale transport dynamics. Importantly, direct interface-scale observa-

tions show a new fundamental mechanism, herein called the grain-engulfment mech-

anism, whereby the reaction product CO2 forms a separate, protective phase around

the calcite grain that prevents contact between the reactants (i.e., the acid and the

dissolving carbonate grain, Fig. 6.4). Implications of the grain-engulfment effect ex-

tend past CO2 storage and the subsurface; the protective effect is fundamental and

of significance to reactive transport through porous media in general [182].

Recall that in this setup, a single reactive calcite grain is embedded within a

non-reactive PDMS microchannel to control the reaction and advection rates deliv-

ered to the reaction interface (Fig. 6.4a). Dilute hydrochloric acid, a proxy to the

CO2-acidified brine that develops during CO2 injection in underground aquifers, was

injected into the microchannel to induce calcite dissolution. Downstream pressure

was maintained at 1 atm. Whereas the pH of CO2-acidified reservoir brine in geo-

logical storage systems is high (pH ∼ 3.4 - 4) [47], the low pH here (pH ∼ 0.26 -

0.86) provides a method to speed up dissolution kinetics in the laboratory. Despite

the low pH and pressures here, we scale our experimental parameters such that they

correspond to the dimensionless parameters that represent realistic geological CO2

storage conditions. Importantly, considering the impurities such as Sulfur and Ni-

trogen oxides that are inevitably present in the injected CO2 stream [108] due to

economics, the pH of the reservoir is reduced to pH ∼ 1 [194, 195]. The experimental

conditions that we impose are thus representative of industrial-scale geological CO2

storage conditions.
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The grain-engulfment mechanism that is observed here is of fundamental impor-

tance to the understanding and the prediction of reactive transport in the subsurface.

The grain-engulfment mechanism is characterized by an initial constant rate of re-

action (Fig. 6.4a, t = 0 to t = 393.08 s, Fig. 6.4b, steady dissolution) followed by

a subsequent phase of zero grain dissolution (Fig. 6.4a, t = 393.40 s onwards, Fig.

6.4b, grain engulfment) due to the lack of a direct reaction interface (i.e., grain engulf-

ment). Specifically, a separate CO2 phase was generated and retained at the calcite

grain surface (Fig. 6.4a). The retained separate CO2 phase prevents reaction between

the rock and the acid due to a lack of direct solid/ aqueous phase interface (Fig. 6.4a,

t = 37.40 s to t = 695.00 s). The time resolution of the pore-level dynamics here is

0.04 s due high-resolution video recording capabilities at 25 frames per second.



CHAPTER 6. GRAIN-ENGULFMENT DURING REACTIVE TRANSPORT 139

(a) t = 0 t = 36.88 s t = 37.40 s PDMS
channel

Calcite
postAcid

wcalcite = 500 µm

W
=

1.
5
m
m

Produced
CO2

t = 37.52 s t = 45.00 s t = 65.00 s

t = 205.00 s t = 388.00 s t = 393.08 s

t = 393.40 s t = 400.00 s t = 695.00 s

(b)

A
ci
d
in
je
ct
io
n

Steady
Dissolution Grain Engulfment

Injection velocity = 10 m/day
2 % hydrochloric acid

Outlet pressure = Patm



CHAPTER 6. GRAIN-ENGULFMENT DURING REACTIVE TRANSPORT 140

Figure 6.4 (previous page): Grain-engulfment phenomenon in single-grain polymer
microchannels. (a) Time evolution of a single grain in an initially air-filled channel
(t = 0). Acid is introduced (t = 36.88 s), and thereafter the reaction with the
calcite grain is observed. Specifically, initial dissolution reaction (t = 37.40 s, 37.52
s) is rapid and produces small CO2 bubbles due to exposed reaction sites introduced
through the fabrication process. Expenditure of the active sites and coalescence of
small bubbles result in large bubbles (t = 45.00 s). Large bubbles are advected
downstream due to pressure buildup across its body (t = 65.00 s). Continued growth
of the CO2 bubbles around the calcite grain, however, is sustained (t = 205.00 s)
and its coalescence leads to partial engulfment (t = 388.00 s, 393.08 s) that results in
asymmetric grain dissolution. Occurrence of the grain-engulfment event (t = 393.40
s) due to bubble collapse around the calcite grain isolates the grain from further
reaction, and subsequent dissolution is halted (t = 400.00 s, t = 695.00 s) until the
separate CO2 phase is diffused into the aqueous phase. (b) Calcite grain volume
decreases linearly over time prior to complete grain-engulfment and remains constant
thereafter until all of the engulfing CO2 is solubilized into the aqueous phase (not
shown).

Simple flow geometries sustain bubble retention and growth around the calcite

grain and result in complete calcite grain-engulfment (Fig. 6.4a, t = 393.40 s). Quan-

titative analysis showed constant overall dissolution rates prior to complete engulf-

ment and no dissolution afterwards (Fig. 6.4b). Calcite grain dissolution resumed

once the engulfing separate CO2 phase was completely solubilized into the aqueous

phase and fresh reaction interfaces were exposed; the grain-engulfment/ CO2-solvation

cycle continued until all of the local calcite dissolved. This stepwise dissolution phe-

nomenon due to separate CO2 phase grain-engulfment delays local dissolution and

preserves the acid for downstream reactions. Prior to full grain-engulfment, partial

grain-envelopment did not drastically alter the rate of overall grain dissolution. Local

dissolution, however, was halted in regions occupied by the CO2-phase due to the

lack of a direct reaction interface and was expedited in regions where grains were

exposed to acidic solution. Reactive transport around semi-engulfed grains thereby

resulted in asymmetric grain dissolution. We interpret this as characteristic of a
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transport-limited process.

The importance of the separate CO2 phase on reactive transport is explained by

comparing dominant forces about evolved CO2 bubbles. For typical subsurface flows,

the retaining surface tension force, FIFT = γ2πr cos θ ∼ O(10−8N), is approximately

three orders of magnitude greater than the inertial viscous drag force, Fd = 6πµRu ∼

O(10−11N). We use values for interfacial tension γ ∼ 34 mN/m, [196] bubble radius

r ∼ 1 µm, viscosity µ ∼ 0.7 mPa·s, and a pore velocity u ∼ 1 to 50 m/day, typical

of subsurface flows. Contact angle contributions (cos θ) to the retaining force are

order one and therefore have little influence on the mobility of the CO2 bubble away

from the reaction interface. Dominance of surface tension, importantly, retains the

separate CO2 phase in the pore space and enables grain-engulfment.

6.3.1 Significance of separate CO2 phase at pore- and ensemble-

scales

The grain-engulfment effect holds in porous configurations regardless of pressure so

long as a separate CO2 phase is present. Grain-engulfment implications at pore-

and pore-network-ensemble-scale on reactive transport through porous media were

investigated using the chemically- and geometrically-representative biogenic calcite-

functionalized micromodels developed in this work. SEM-Energy dispersive X-ray

spectroscopy (EDS) and X-ray crystallography (XRD) characterization of the cal-

cite grains resulting from biogenic functionalization show comparable composition

and crystallography, respectively, to natural calcite crystals [192, 190, 193]. The

ensemble-scale is defined here to be a set of pores on the order of the representative

elementary volume of the porous medium. In the following, pressures and temper-

atures corresponding to gaseous and supercritical CO2 were imposed to investigate

grain-engulfment and separate CO2 phase evolution at the pore- and ensemble-scales
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under ambient (Fig. 6.5) and at reservoir conditions close to (Fig. 6.7) and far from

(Fig. 6.6) the well.

We find that gas-phase CO2 evolves rapidly at low-pressures (Fig. 6.5) and

supercritical-phase CO2 develops at later times at storage reservoir pressures (Fig.

6.7) due to increased CO2 solubility in water. At reservoir conditions, ensemble-scale

dissolution rates remain constant and pore-scale dissolution is dictated by grain-

engulfment (Fig. 6.7), consistent with low-pressure observations. Specifically, exposed

grains dissolve at a constant rate, whereas engulfed grains experience no dissolution

(Fig. 6.7), hence, capillary trapping of the separate CO2 phase determines the spatial

allocation of grain dissolution in porous media. Pore-body grain dissolution domi-

nates over pore-throat grain dissolution (Fig. 6.7) due to exposure to non-wetting

acid phase in pore bodies and separate CO2 phase residence in pore throats. Pore- and

ensemble-scale grain-engulfment therefore dictates reactive transport through porous

media at atmospheric and subsurface reservoir conditions due to separate CO2 phase

formation.

6.3.2 Pore-Scale Grain-Engulfment at Ambient Conditions

Similar to the single grain micro-channel study, micromodel experiments show that

grain-engulfment dictates the structural deterioration of the calcite porous medium

due to CO2 phase-evolution. Separate CO2 phase produced and retained on calcite

surfaces (Fig. 6.5a,b) insulated calcite grains from acidic constituents and thereby

inhibited local dissolution. Following separate CO2 phase evolution in the pore space,

grains exposed to acid continued to dissolve rapidly (Fig. 6.5, b, square-hatched

region, and c) whereas grains bounded by CO2-wetted surfaces did not dissolve at all

(Fig. 6.5, b, diagonal-hatched region, and c).

Interestingly, an episodic CO2 bubble-induced flow distortion mechanism was ob-

served that dissolved CO2-engulfed calcite grains adjacent to water-wet surfaces.
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Specifically, continuous aqueous phase flow is initially distorted by reaction-induced

CO2 bubble formation. The nucleated bubble is initially immmobile because the

differential pressure drop across its short length is insufficient to overcome capillary

forces. Upon growth to its critical mobilization length, the bubble advects down-

stream and aqueous acid refills the pore space. Pore pressure-instabilities in the

continuous acid phase disperse protective CO2 bubbles away from water-wet silicon

surfaces momentarily and introduce acid to the previously protected calcite surface.

Protective CO2 bubbles resume their original configuration following pore-pressure re-

equilibration and thus create small acid pockets for reaction. Calcite grains adjacent

to acid pockets dissolve locally until complete acid consumption. Our porous media

experiments show that grain-engulfment reduces the local rate of calcite dissolution

and prolongs the spatial distribution of acidic constituents through flow diversion.

6.3.3 Pore-Scale Grain-Engulfment at Reservoir Conditions

Subsurface systems are characterized by elevated temperatures and elevated pressures

(e.g., P " 1000 psi). Two important fluid properties impact the significance of the

grain-engulfment effect under extreme reservoir conditions. First, CO2 enters its

supercritical phase at high temperature and pressure conditions. Supercritical CO2

density (567 kg/m3 at 35 ◦C and 1200 psi) is much higher than gaseous CO2 density

at ambient conditions (1.8 kg/m3 at 25 ◦ and 14.7 psi). Increased separate CO2 phase

density reduces the local CO2 volume fraction, i.e., saturation, as CO2 is produced due

to calcite grain dissolution. Recall that the local saturation of the separate CO2 phase

determines the extent to which the grain surfaces are protected from the encroaching

acidic brine.

Second, the solubility of CO2 into the aqueous phase varies with pressure and tem-

perature. Importantly, CO2 solubility increases drastically with increasing pressure

and decreases with temperature. Solubility of CO2 into the aqueous phase determines
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the formation of a separate CO2 phase: increased separate CO2 phase formation is

due to decreased solubility, whereas increased solubility results in decreased formation

of a separate, protective CO2 phase. Here, we focus on elevated pressure systems due

to its minimizing impact on the grain-engulfment effect in reservoirs.
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Figure 6.5 (previous page): Grain-engulfment due to separate CO2-phase formation
in a calcite-silicon micromodel. a, Grain-engulfment dominates the top calcite grain
that is shielded by the separate CO2 phase and rapid, dissolution rates dictate dis-
solution of the bottom acid-exposed calcite grain. b, Time-evolution of calcite grain
boundaries. Regions protected by CO2 (diagonally-hatched) experience little dissolu-
tion and regions exposed to acid (square-hatched) dissolve rapidly. c, Size of exposed
(red) and engulfed (blue) calcite grains show rapid, constant rate of carbonate disso-
lution for single-phase regions and minimal dissolution for CO2-wetted surfaces.

6.3.4 Pore-Scale Grain-Engulfment at Reservoir Conditions

of Slow Reaction relative to CO2 Solvation.

Far away from the well, reservoir fluids are unaltered and in their initial geological

state (i.e., not perturbed and/or saturated with CO2). The capacity for CO2 solvation

into the aqueous phase is, as a result, large. Injection of 2 wt% HCl that is not

saturated with CO2 into the pore space shows rapid dissolution of the carbonate

matrix without production of a separate, protective CO2 phase (Fig. 6.6).
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Figure 6.6: Extent of the grain-engulfment effect is minimized at conditions of slow
reaction rate relative to solubilization of CO2 in the aqueous phase. (a) A separate,
protective CO2 phase is not developed due to high solubility of CO2 into the aqueous
phase at elevated pressures. Calcite dissolution (original grain outlines are traced for
comparison) is rapid. (b) Calcite was dissolved at a constant and rapid rate due to
the lack of a separate, protective CO2 phase.
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6.3.5 Pore-Scale Grain-Engulfment at Reservoir Conditions

of Fast Reaction relative to CO2 Solvation

In the vicinity of the CO2 front, reservoir brine is displaced by and in contact with

the injected CO2. Local exposure and mixing enables equilibration between CO2 and

the aqueous brine, and, as a result, for CO2 to saturate the aqueous phase. Under

pre-equilibrated situations where the aqueous phase is saturated with CO2, additional

CO2 that is released due to the calcite dissolution reaction is forced to develop into

a separate, protective phase, as was observed under ambient conditions. Specifically,

we inject CO2-saturated acid and impose pressures (1200 psi) and temperatures (35

◦C) that correspond to supercritical CO2 to investigate grain-engulfment and separate

CO2 phase evolution at reservoir locations close to the well. We find that a separate,

protective supercritical CO2 phase develops at storage reservoir pressures (Fig. 6.7),

similar to the gas-phase CO2 that evolved rapidly at low-pressures (Fig. 6.5).

At near-wellbore reservoir conditions, ensemble-scale dissolution rates remain con-

stant and pore-scale dissolution is dictated by grain-engulfment (Fig. 6.7), consistent

with low-pressure observations. Specifically, exposed grains dissolve at a constant

rate, whereas engulfed grains experience no dissolution (Fig. 6.7), hence, capillary

trapping of the separate CO2 phase determines the spatial allocation of grain dis-

solution in porous media. Interestingly, pore-body grain dissolution dominates over

pore-throat grain dissolution (Fig. 6.7) due to exposure to non-wetting acid phase

in pore bodies and separate CO2 phase residence in pore throats. An approximately

constant rate of dissolution is observed at the Darcy-scale as a result of the combined

effects in protected and exposed pores. The total rate, while constant (∼ 5 % total

dissolution over 1500 s at the Darcy scale in Fig. 6.7c, blue), is less than would

be expected if the system had remained single phase (∼ 95 % total dissolution over

450 s at the Darcy scale in Fig. 6.6). Pore-scale effects that determine dissolution
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patterns, however, are masked. Pore- and ensemble-scale grain-engulfment there-

fore dictates reactive transport through porous media at atmospheric and subsurface

reservoir conditions due to separate CO2 phase formation.

(a)

200 µm

(b) t = 0

Calcite
scCO2

Silicon

Acid

t = 5 min t = 8.25 min t = 24.75 min

(c)

Figure 6.7: Grain-engulfment dictating calcite dissolution at pore- and pore-ensemble
scales close to the well under geological conditions. (a) Ensemble-scale carbonate
dissolution and separate supercritical CO2 phase formation at storage reservoir con-
ditions. CO2-saturated 2 wt.% HCl acid is injected at 5 m/day, 8.27 MPa, and 35
◦C and long dissolution paths (i.e., wormholes) are observed macroscopically. (b)
Pore-level calcite grain-engulfment due to separate scCO2 phase. Pore-throat grains
engulfed by the separate CO2 phase are isolated from acid and experience no dis-
solution whereas exposed pore-body grains dissolve rapidly. Initially at t = 0, the
pore displayed is saturated with scCO2 and CO2-saturated acid is injected from left
to right. Pressure fluctuations with flow induce CO2-bubble snap-off in the small,
water-wet pores and expose the calcite grain to acid (t = 5 min). scCO2 bubbles
are produced and wet the grain, leading to grain-engulfment (t = 5 min, t = 8.25
min). Local rates of dissolution are retarded due to calcite grain-engulfment by the
scCO2 (t = 24.75 min). (c) Comparison of ensemble- and pore-scale calcite dissolu-
tion. Ensemble-scale calcite dissolution occurs at a constant rate whereas pore-scale
dissolution is dictated by local conditions (exposed vs engulfed).
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6.3.6 The Grain-Engulfment Mechanism

Grain-engulfment underlies dissolution in pores and pore-ensembles (Fig. 6.8), much

like in the hydrodynamically simple 1D geometry (Fig. 6.4). At the ensemble-scale,

acidic fluid bypasses the CO2-protected calcite grains and instead diverts to fresh,

water-saturated calcite pores downstream that are susceptible to direct reaction (Fig.

6.8). Preferential flow paths were observed that span the entire micromodel. This is

a macroscopic observation collected by imaging the whole micromodel (i.e., not pore-

scale). Grain-engulfment restricts preferential flow path enlargement in the direction

normal to flow and the resulting acid flow diversion promotes lengthwise preferential

flow path extension. These model-scale observations are in consensus with core-

scale experiments [197]. On the ensemble-scale, grain-engulfment protects initial

conduits from further dissolution and leads to long and narrow preferential flow path

development.

Figure 6.8: Ensemble-scale preferential flow path propagation due to separate CO2

phase grain-engulfment and acid diversion.
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6.3.7 Phase Map of Reactive Transport and of Grain Engulf-

ment

The results of this chapter provide direct observations at the interface-, pore-, and

pore-ensemble-scales to delineate the underlying grain-engulfment mechanism in re-

active transport through carbonate systems. Importantly, we uncover the interplay

between transport, reaction, and phase-evolution during the dissolution of a reactive

porous matrix through experiments at conditions corresponding to ambient, near-

well, and far-from-well locations. Geological CO2 storage security implications due to

the grain-engulfment mechanism requires up-scaled understanding of reactive trans-

port in storage formations. Dimensionless quantities enable upscaling from the pore-

scale, laboratory conditions to reservoir scales and conditions. Scaling parameters

of transport, reaction, and CO2 solvation into the aqueous phase were mapped sys-

tematically using the calcite-embedded polymer microchannel (see Table 6.1 for ex-

perimental conditions). The simple geometry here provides a means of systematic

study while eliminating extraneous complexities associated with the hydrodynamics

of porous media. Direct interface-scale observations show three distinct carbonate

dissolution regimes (Fig. 6.9): constant slow dissolution with CO2 dissolved in the

aqueous phase at small acid fluxes (regime I), separate CO2 phase generation at in-

termediate conditions (regime II), and stepwise, rapid dissolution with separate CO2

phase grain-engulfment at large acid fluxes (regime III).

In regime I (see also Fig. 6.6), small acid flux to the reaction interface results in

slow rock dissolution and hence slow CO2 generation. CO2 solubility at these condi-

tions exceeds the rate of CO2 generation and rate of CO2 advection away from the

interface, resulting in immediate CO2 solvation into the aqueous phase. No separate

CO2 phase was observed as a result. Grain dissolution rates observed in regime I are
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determined by acid flux to the reaction interface in agreement with single-phase reac-

tive transport theory. This regime corresponds to the far-from-well reservoir condition

study in the calcite-functionalized micromodel.
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Figure 6.9: Phase map of grain-engulfment regimes. The grain-engulfment effect is
significant in regime III (green horizontal hatching) where reactive CO2 production
rates exceed solvation rates of CO2 into the aqueous phase (St < Da) and where
transport-limited conditions dominate (PeDa > 1). At the Darcy scale, wormholing
occurs in regime III where the dissolution process is transport limited. Wormholing
is a macroscopic observation. The reaction product CO2 is diffused into the aqueous
phase directly in regime I (blue vertical hatching). A separate CO2 phase also forms in
regime II (orange diagonal hatching). Reaction limited conditions encourage relatively
uniform growth of the CO2 phase.
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Regimes II and III (see also Figs. 6.4, 6.5, and 6.7), by contrast, are character-

ized by rates of reactive CO2 generation that far exceed the rate of CO2 solvation

into the aqueous phase and rate of CO2 advection away from the reaction interface.

Importantly, under these conditions, a separate CO2 phase evolves. Regime II is dis-

tinguished by transport rates that exceed the rate at which CO2 is produced from

the reaction. This reaction-limited process generated separate CO2 phase slowly.

Constant calcite dissolution rates were observed in regime II, similar to regime I.

Regime III, however, is transport-limited and is governed by grain-engulfment.

We describe the separate CO2 phase evolution using (i) the Peclet-Damkohler num-

ber, PeDa, to compare the rate of CO2 generation due to reaction with the rate of

CO2 diffusion in the aqueous phase, and (ii) the modified Stanton number, St, to

compare the rate of CO2 solvation into the aqueous phase to the rate of aqueous

phase advection. We determine the necessary conditions for separate, protective CO2

phase evolution as (i) St < Da in order to achieve a separate CO2 phase (i.e., rate

of CO2 solvation into the aqueous phase is less than the rate of CO2 production due

to reaction), and (ii) PeDa > 1 in order to achieve transport-limited conditions[178]

to retain the separate CO2 phase around the calcite grain (Fig. 5). The pore-scale

studies at near-well reservoir conditions reside in regime III.

While it is true that full physics simulation of reactive transport is required to

predict the security of a given geological CO2 storage site, consideration of the local

conditions delineated by the phase diagram (Fig. 6.9) provides a first-order under-

standing of the storage system. Here we demonstrate using direct, experimental

observation and dimensionless scaling that the grain-engulfment effect is expected to

extend into the reservoir. Specifically, the regimes delineated through experiments

at the interface scale (Fig. 6.8) are applicable at reservoir conditions by mapping

the dimensionless quantities Pe, Da, and St using pore-scale values of interstitial ve-

locity, Vpore = f(φ, S), corrected for mutliphase flow from large-scale (i.e., Darcy-
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and reservoir-scale) systems (e.g., porosity, φ, and saturation, S). Previous visualiza-

tion in three dimensional core-samples provide more realistic geometric perspectives

but is limited by spatiotemporal resolution. The question of additional geometric

dimensions is addressed here through the upscaling from a 1D microchannel to a 2D

porous network. Specifically, care was taken to increase the pore-connectivity of the

2D micromodel such that it is representative of a 3D core sample without forfeiting

real-time pore-level visualization capability [80, 79].

6.3.8 Up-scaled separate CO2 phase and reservoir implica-

tions

Implications of the protective separate CO2 phase on subsurface storage security re-

quire up-scaled understanding of reactive transport in storage formations. We model

the evolution of separate scCO2 phase during reactive-advective transport of acids

through a calcite storage reservoir with a simple reactive transport reservoir simula-

tion. Specifically, coupled advection-diffusion-reaction equations were developed to

delineate the impact of CO2 phase-evolvement on reactive transport at the reservoir

scale. For simplicity, steady state, single-phase mass conservation of water, ∇ ·u = 0,

and the constitutive equation for velocity, u = −(k/µ)∇P , were used to determine

the pressure field, P :

∇ · (−k

µ
∇P ) = 0 (6.1)

The single-phase assumption is valid prior to separate phase CO2 evolvement and

is approximately valid following separate phase CO2 evolvement, if it occurs, due to

the immobility of the separate phase CO2. Water viscosity is assumed constant across

the reservoir and permeability, k, is determined using the Carman-Kozeny relation

assuming spherical grains:

k =
1

72

φ3D2
p

(1− φ)2
(6.2)
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An initial porosity field was generated for the reservoir with porosities randomly

distributed between 0.1 < φ < 0.3. Tortuosity, τ , is generally between 2 to 5 for

carbonate reservoirs and is chosen to be τ = 3. Spherical grains with grain diameter,

Dp, are assumed for simplicity. Mass fluxes were then calculated for each grid interface

based on the pressure solution.

Mass balance for the acid proton H+ was solved to determine reaction-induced

porosity change over time. Transport limited reaction kinetics were assumed, con-

sistent with hydrochloric acid dissolution of calcite. The mass balance for H+ was

written as:
∂cH+

∂t
= −∇ · (ucH+)−

Q̇rxn
H+

Vb
(6.3)

where Vb is the bulk volume and the reaction rate Q̇rxn
H+ = 2kccH+SA is in mole/s.

The reaction rate constant is kc = 8.4 × 10−5 m/s and the reaction surface area is

SA = VCaCO3av. The shape factor, av, for spherical grains is av = 6/Dp and the solid

volume is VCaCO3 = (1−φ)Vb. For 2 wt% HCl, the concentration of the injection acid

is cH+ = 550 mol/m3.

Dissolution was coupled with flow to find the time evolution of porosity. Specifi-

cally, the volume of calcite dissolved VCaCO3dissolved = 0.5Q̇rxn,H+dt
100.0869g

mol

m3

2.71× 106g
was used to update porosity after each time step:

φnew = φold +
VCaCO3dissolved

Vb
(6.4)

The new grain diameter Dp,new was determined using
4

3
π

(
Dp,new

2

)3

Ngrains =

(1 − φ)Vb, assuming uniform dissolution in a given grid block. The new grain size

information was fed back into the Carman-Kozeny relation to find the corresponding

permeability field to calculate the new flow and CO2 concentration field.
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The concentration of CO2 in the reservoir was determined by the advection-

reaction reaction:
∂cCO2

∂t
= −∇ · (ucCO2) +

Q̇production,CO2

Vb
(6.5)

where the rate of CO2 production Q̇production,CO2 is half the rate of Q̇rxn,H+ due to

stoichiometry. The local CO2 concentration is compared to the solubility of CO2 in

water at the local pressure condition, wCO2 , and a separate CO2 phase is deemed

present if cCO2,new > wCO2 .

Using this scheme, time evolution of the separate CO2 phase evolution was simu-

lated for a 100 m × 25 m reservoir according to aqueous phase advection, CO2-water

solubility, and acid-rock reaction rates typical of geological reservoirs (Fig. 6.10).

Simulations for high (Fig. 6.10a) and low (Fig. 6.10b) geologic acidity conditions

both show that the separate CO2 phase evolves at very early injection time-scales. In

these illustrative calculations we attempt to provide the groundwork in highlighting

the significance of the separate CO2 phase in reactive transport in carbonate reser-

voirs; reservoir structural changes due to the grain-engulfment shielding effects were

not included. Diffusive effects were also neglected due to its small effect (order of 10−4)

in comparison with advective effects [117]. Accurate simulations of reactive transport

requires consideration of the local conditions on the phase diagram (Fig. 6.9). The

grain-engulfment shielding effects observed at interface-, pore-, and ensemble-scales,

however, are expected to extend to the reservoir level to dictate reactive transport

through carbonate reservoirs and to impact significantly the security of CO2 storage

formations.
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Figure 6.10: Grain-engulfment on the storage reservoir and sensitivity to acidity. An
acidic aqueous phase is injected through the left boundary and pressure is maintained
on the right boundary. No flow conditions are enforced on the top and bottom
boundaries. Separate scCO2 phase (gray) evolves quickly throughout the formation.
(a) At high acidity conditions (pH = 1), separate CO2 phase develops throughout the
entire reservoir volume. (b) At low acidity conditions (pH = 2), separate CO2 phase
develops selectively in regions with local Da and St numbers that enable separate,
retained phase development (regime III) dictated by reservoir heterogeneity.

The illustrative model developed enables investigation of the sensitivity of the

grain-engulfment effect to acid concentration and advection rates within the reservoir.

CO2 solubility into the aqueous phase dictates that acid concentration increases with

pressure, and therefore storage formation depth. We find that separate CO2 phase

evolution is strongly coupled to the acid concentration (Fig. 6.10a,b). Importantly,

reservoir heterogeneity dictates separate CO2 phase evolution at low acidities (Fig.
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6.10b) due to variations in the local reactive transport. Local phase regimes within

the reservoir are controlled by the resident PeDa and St (Fig. 6.9c) and separate

CO2 phase develops selectively in those regions that have the PeDa and St numbers

corresponding to regime III.

The modeling findings on the importance of grain-enfulgment on overall reser-

voir behavior are corroborated by modifying a commercial simulation package (CMG

GEM, Computer Modelling Group LTD Compositional and Unconventional Simula-

tor). Specifically, CO2 was injected into a representative carbonate storage reservoir

to model the reactive transport and evolution of a separate CO2 phase (Fig. 6.12).

The time evolution of the separate CO2 phase was simulated for a 90 m × 90 m areal

two-dimensional section of a reservoir according to aqueous phase advection, CO2-

water solubility, and acid-rock reaction rates typical of geological reservoirs. The

carbonate reservoir simulated here has a heterogeneous porosity, ranging from 0.1 %

to 50 % and a mean of 35 %. The reservoir was treated as a single layer in depth

(10 m) and was discretized into 1 m × 1 m cells in the areal plane. The reservoir

was comprised of calcite, with heterogeneous porosity. The porosity of the region of

interest is shown in Fig. 6.11. The dimensionless quantities corresponding to the

simulated transport conditions are listed in Table 6.2.
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Figure 6.11: Porosity map of the simulated reservoir in the region of interest. The
porosity ranges from 0.1 % to 50 %, with a mean of 35 %.

The permeability of the reservoir was set at 2000 mD. The reactions modeled are:

CO2 +H2O → H+ +HCO−
3 (6.6)

CO2−
3 +H+ → HCO−

3 (6.7)

OH− +H+ → H2O (6.8)

CaCO3 +H+ → Ca2+ +HCO−
3 (6.9)

In these simulations, we highlight the significance of the separate CO2 phase on

reactive transport in carbonate reservoirs; reservoir structural changes due to the

grain-engulfment shielding effects were not included. Diffusive effects were also ne-

glected due to its small effect (order of 10−4) in comparison to advective effects [117].

The reservoir temperature was maintained at 50 ◦C.
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Table 6.2: Dimensionless quantities comparing rates of reaction, advection, and
dissolution corresponding to simulation conditions.

Pe Da PeDa St Regime

72.3 0.0242 1.74 0.0138 III

145 0.0121 1.74 0.00691 III

723 0.00242 1.74 0.00138 III
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Figure 6.12: Early-time simulation of CO2 injection into a heterogeneous carbonate
reservoir to investigate grain-engulfment at the reservoir scale. Pure CO2 is injected
through the injection well and pressure build-up is prevented by withdrawing from
the reservoir. The reservoir is maintained at 50 ◦C. No-flow conditions are enforced
on the boundaries. Separate CO2 phase evolves at early times close to the injection
well (a), and acidified brine due to aqueous phase CO2 (i.e., increased CO2 molality)
is identified ahead of the gas front (b). Sensitivity with respect to CO2 injection
rate shows that in comparison to low CO2 injection rates (Qinj = 0.5 m3/day), the
local separate CO2 phase saturation at high CO2 injection rates (Qinj = 5 m3/day)
is reduced but the local CO2 molality is increased.
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Reservoir-scale simulations for high and low CO2 injection rates both show signif-

icant separate CO2 phase development (Fig. 6.12a) at early injection time-scales and

demonstrate the significance of grain-engulfment on reactive transport in practical

CO2 storage carbonate reservoirs. Specifically, separate CO2 phase evolves close to

the injection well (Fig. 6.12a) and acidified brine is generated (i.e., increased CO2

molality) ahead of the gas front due to CO2 solubility (Fig. 6.12b). Sensitivity with

respect to CO2 injection rate shows that near the injection wellbore, the local sep-

arate CO2 phase saturation is largest for low CO2 injection rates while increases in

CO2 molality is greatest for high CO2 injection rates. Separate CO2 phase saturation,

i.e., the impact of grain-engulfment on reservoir rock dissolution, is dictated by local

reservoir heterogeneities. As in the numerical model developed, local phase regimes

within the reservoir are controlled by the resident PeDa and St numbers (Fig. 6.9)

and separate CO2 phase develops selectively in those regions that have the PeDa and

St numbers corresponding to regime III. Full physics simulation of reactive trans-

port requires consideration of the local conditions on the phase diagram (Fig. 6.9),

still these scouting numerical efforts demonstrate that the grain-engulfment shielding

effects observed at interface-, pore-, and ensemble-scales dictate reactive transport

at the reservoir level and impact the security of CO2 storage carbonate formations

significantly.

6.4 Conclusions

We develop a novel biogenic calcite-functionalized mirovisualization device to delin-

eate the fundamental dynamics dictating reactive flows through geologic carbonate

formations. Using the novel device, we discover a new mechanism, grain-engulfment,
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that underlies the complex rock dissolution dynamics in reactive carbonate forma-

tions and offers fundamental understanding to develop predictive models for subsur-

face CO2 storage assessment. We find that carbonate dissolution at typical reservoir

conditions results in a separate CO2 phase that impedes local dissolution and pro-

motes downstream reactions. Our experimental results and theoretical framework

show that separate CO2 phase induced grain-engulfment is an important mechanism

in determining the overall storage and security of geologic storage reservoirs. When

combined with advanced simulation and geological data, our results have the poten-

tial to provide an accurate predictive model to assess subsurface CO2 storage security

in carbonate formations.



Chapter 7

Spontaneous Fingering in Miscible

Fluids

Diffusion-driven interfacial dynamics between two miscible fluids are investigated.

Heptane is diffused into viscous crude oil in a microscale Hele-Shaw cell. No exter-

nal pressure gradients are applied; hence, the imposed Peclet number is zero. The

diffusive/dispersive process is dictated by a two-stage dispersive mechanism owing

to the multicomponent character of the crude oil. Stage I is distinguished by the

spontaneous fractal-like fingering of heptane into the crude oil phase due to light

components extraction from the crude oil. Stage II is characterized by diffusive mix-

ing between the heptane and the heavy components in the crude oil. Extraction

of light components exceeds the diffusion between heptane and heavy components

in stage I, thereby allowing a distinct interface to form between heptane and the

crude oil. Compositional gradients induce dynamic interfacial tension gradients that

lead to Marangoni-effect-driven convection. Marangoni convection cells at the finger

tips dictate local mass exchange and drive the self-similar fractal-like finger splitting.

Fractal analysis of the fingering process shows increasing fractal dimensionality during

the early diffusively-dominant fingering regime approaching that of diffusion-limited

165
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aggregation (Df ∼ 1.67), and a drastic decrease in fractal dimensionality thereafter

due to Marangoni-effect-driven convection (Df ∼ 1.55). We characterize the fractal

finger growth and mass exchange, and calculate the local dynamic interfacial tension.

We find that spontaneous fingering, i.e., the presence of stage I, requires small gap

spacing and the presence of light extractable components in the crude oil.

7.1 Introduction

Heavy oil, extra heavy oil, and bitumen consist of about 70 % of global oil resources

[60]. Additionally, large deposits are stored in carbonate reservoirs [198]. Recovery of

this resource, however, is impaired due to its large viscosity and low mobility [199] and

the complexity of the oil-rock interactions [200]. Thermal methods have been applied

successfully to reduce the crude oil viscosity in siliciclastic formations, including steam

drive, cyclic steam stimulation (CSS) and steam assisted gravity drainage (SAGD)

[201, 143]. Solvent-assisted extraction enhances oil recovery, reduces material and

energy input, and limits environmental impacts associated with thermal recovery

processes (c.f., Boone et al. 2012 [202]).

Light hydrocarbon solvents such as propane, butane, and pentane are able to dif-

fuse into crude oils to reduce the oil viscosity [203]. Mobility increases at elevated

temperatures due to thermal viscosity reduction and solvent-crude diffusivity provide

a more economic and environmentally considerate path to increase heavy oil recovery

[204, 205]. Complex crude-oil compositions and solvent-crude mixing lead to signifi-

cant uncertainties in the macroscopic behavior of the recovery process. Specifically,

solvation efficacy of solvent into the crude oil, swelling of crude oil due to solvent dis-

solution into the solvent [61], and potential formation damage due to solvent particle

precipitation [62] must be resolved. These are all pore- and interface-level dynamics.

Overall efficacy of oil recovery is ultimately dictated by microscale behavior [75].
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Microfluidics enable direct visualization of mixing and interfacial dynamics at the

relevant length and time scales [93, 87]. Silicon-glass microfluidic platforms with rep-

resentative pore geometries of real rock, i.e., micromodels [75, 79, 107, 80, 203], allow

direct insight into the dispersive dynamics that dictate solvent-enhanced oil recovery

in porous media. Recent advances in real-rock microfluidics have enabled visualiza-

tion of fluids-solids interactions in carbonate [94, 106] and shale [96] substrates in

addition to clay-functionalized silicon-based micromodels [80, 76]. Further, platforms

with simple microchannel geometries enable fundamental studies of phase behavior,

interfacial dynamics, and solvent-crude oil mixing [117, 108, 93, 87].

Immiscible fluid-pair dynamics under further simplified geometries (i.e., flow be-

tween two parallel plates in Hele-Shaw configurations) have been studied extensively

[59, 63, 64, 65, 66]. Specifically, the literature shows experimental and theoretical

developments wherein a low viscosity fluid is injected into the resident high viscosity

fluid within the Hele-Shaw cell. The two parallel plates comprising the Hele-Shaw

configuration are maintained at a fixed distance (∼ mm - cm) so as to mimic the

permeability of porous rock material. The Hele-Shaw configuration has formed the

basis of analytical solutions to the interfacial instabilities observed when a low vis-

cosity fluid (e.g., an injectant) displaces one with high viscosity (e.g., the crude oil)

[59, 67, 68, 69].

More recently, studies on partially miscible fluid-pairs have been motivated by

a number of practical applications, including CO2 storage and enhanced oil recov-

ery [206, 70, 207, 208, 204, 68, 203, 209, 69]. Notably, experiments conducted using

fluid-pairs at the low interfacial tension condition, typically single-component fluids

such as glycerol and water, show surprising dynamics between the initially distinct

fluid phases, such as regularity in interfacial instabilities and the existence of ram-

ified fingering [70, 208]. Such high capillary number (Ca = viscous forces/ surface
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tension) and low Peclet number (Pe = imposed advection rate/ diffusion rate) sys-

tems show complex interfacial instabilities that arise due to competing driving forces.

Furthermore, modeling of miscible fluid-pair mixing due to externally-driven flow-

and buoyancy-forcing show complex fingering dynamics [210, 211], and use the idea

of Korteweg stresses to describe the complex mixing behavior [212, 213, 214, 215].

Specifically, Korteweg stresses are introduced to account for diffusive mass exchange

that is not present in classical immiscible fluid-pair descriptions of mass and mo-

mentum conservation. In keeping with conditions that represent subsurface processes

such as oil recovery or carbon sequestration, further delineation of the dynamics at

fully miscible, low flow, and complex fluid composition conditions are required.

Insofar as the literature has delineated the mechanisms underlying interfacial dy-

namics between simple miscible fluids, mixing between multicomponent, fully miscible

fluids at the low flow, microconfined scale has scarcely been explored experimentally.

In this work, we examine oil recovery mechanisms due to solvent-crude oil dispersion

at microscopic length scales. Existing literature examines the interfacial dynamics

between immiscible and miscible fluids due to injection of a low viscosity fluid into

a high viscosity fluid. As an analog to far-from-well conditions and cyclic single-well

processes, we probe the interfacial dynamics between miscible fluids in the absence

of an external pressure gradient and an imposed flow.

7.2 Experimental Methods

Interface-level solvent-crude oil dynamics underlying solvent-enhanced oil recovery

were visualized in a glass micro-Hele-Shaw cell. Heptane (Heptane, H350-4, Fisher-

Scientific) was chosen as the solvent phase due to its miscibility with crude oils.

Viscosity of heptane at the experimental conditions is 0.42 cP. The properties of the

crude oil are listed in Table 7.1. Specifically, the crude oil chosen has a viscosity of
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87.7 cP. The viscosity ratio of this fluid-pair is hence ηcrudeoil/ηsolvent = 209. Figure

7.1 shows the complex compositional character of the crude oil.

Table 7.1: Crude oil characterization [216].

Crude oil properties Value
Acid number (mg g−1) 0.83
Base number (mg g−1) 2.87
Viscosity at 22 ◦C (cP) 87.7
Asphaltene content (wt %) 6.2
Specific gravity 0.918

Figure 7.1: Composition of the crude oil by carbon number (C). This crude oil is
comprised of both light (C5 –10) and heavy (C11+) components. Light components
are mobile and capable of relatively rapid diffusion, whereas heavy components are
less so.
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Interfacial dynamics between the solvent and crude oil were examined in a mi-

croscale Hele-Shaw-type apparatus (Fig. 7.2). A single crude-oil droplet was sand-

wiched between two horizontal glass plates to minimize gravitational mixing. Gap

spacing between the glass plates was set to 5, 15, and 30 µm to investigate the effect

of scale. Stainless steel shim stock was used to maintain the gap spacing. Solvent

droplets dispensed near the edges of the cover plate entered the flat cell via capillar-

ity. No external pressure gradients or injections were applied to drive the flow. All

experiments were conducted at ambient temperatures and pressures and the system

boundary was held at constant pressure. Boundaries were also submerged in heptane.

A microscope (Leica Z16 APO Macroscope) and camera (Leica DFC 450) were used

to capture the dynamics directly. The dynamics were recorded at a frame rate of 25

frames per second.

Crude Oil

Solvent (Heptane)

3 cm

3 cm

b

Figure 7.2: Microscale Hele-Shaw cell with gap spacing, b, of 5, 15, and 30 µm. A
single crude oil droplet is encased between the top and bottom plates and heptane
solvent is introduced. Heptane and crude oil are miscible and the system boundaries
are held at constant pressure and immersed in heptane. No external pressure gradient
or flow is imposed.
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7.3 Results and Discussion

7.3.1 Two-stage mixing due to multicomponent character of

crude oil

Figure 7.3 shows diffusion and mixing dynamics between the two miscible fluids in

the absence of external pressure gradients or injections. The gap spacing, b, here is

5 µm. Surprisingly, heptane and crude oil mixed in two markedly distinct stages:

spontaneous formation of fractal-like fingers at short times (Fig. 7.3, t = 0 s to t =

24 s) and slow diffusion similar to bulk mixing thereafter (Fig. 7.3, t = 24 s to t =

91 s).
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t = 0 s Stage I

Crude Oil

Solvent

Original crude oil droplet in flat
cell.

t = 11 s Stage I

Heptane (solvent) molecules mix
with light crude oil components.

t = 22 s Stage I

Formation of solvent fingers in
the crude oil due to advection of

light components.

t = 24 s Stage I

Diffusive fractal fingers penetrate
the entire droplet with t2 as light

components are dispersed.

t = 58 s Stage II

Solvent mixes with heavy crude
oil components.

t = 91 s Stage II

Swollen heavy crude oil due to
solvent and large crude-oil

molecule diffusion.

Figure 7.3: Hele-Shaw cell experiment of mixing dynamics between heptane and the
crude oil. The orange circle denotes the original drop shape. Stage I (t = 0 s to t
= 24 s) involves mutual diffusion of heptane into and light components out of the
crude oil. Mixing and erosion of light crude oil components due to heptane diffusion
forms heptane fingers into the crude-oil droplet. The fingers initiate and propagate
in a fractal-like manner until light crude-oil components have been dispersed. This
stage is fast and on the order of 30 seconds. Stage II (t > 24 s) involves the diffusion
of heptane and heavy crude-oil components and is slower (on the order of minutes).
Heptane diffusion into the heavy crude oil components causes crude oil swelling and
blurs out the fractal-like fingers from the first light-component mixing stage.

The interaction timescale for crude-oil droplet radii of ∼ 2.5 mm was on the order

of ∼ 1 minute. In contrast, purely diffusion driven interaction timescales are expected

to be ∼ 1 hour for a typical crude oil-heptane diffusivity of D ∼ 1.5e-5 cm2/s. The

observed spontaneous fractal-like fingering was therefore not driven by diffusion alone

(Fig. 7.4).

Robustness of this spontaneous fingering phenomenon is evidenced through two

different oils, one that has both small, mobile molecules and large, immobile molecules

that experiences the spontaneous fingering phenomenon (Fig. 7.3), and another that

has only large, immobile molecules that does not exhibit the spontaneous fingering
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phenomenon (Fig. 7.4). Similar spontaneous fingering is observed in experiments

using other crude oils with both small and large molecules. Specifically, more viscous

oils (i.e., crude oils with fewer small, mobile components) destabilize with shorter

initial wavelengths in accordance to the Saffman-Taylor solution, however fewer stable

fingers are generated. While it is difficult to ensure that these results will apply to

all petroleum reservoirs owing to the heterogeneities in crude oil composition, the

experimental results show that spontaneous fingering occurs for crude oils with both

light and heavy components.
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t = 0 s

Crude Oil

Solvent
t = 30 s

t = 60 s t = 90 s

t = 120 s t = 150 s

2 mm
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Figure 7.4 (previous page): Perturbations to the interface were not observed for non-
volatile crude oil and solvent pairs where the light, volatile components in the crude
oil were liberated in advance of the experiment.

The two-stage diffusion process is attributed to the multicomponent character of

the crude oil. Importantly, spontaneous fingering was observed only for volatile crude-

oil samples containing both heavy and light components. That is, in oil samples with

only heavy components, fractal fingering was not observed spontaneously (Fig. 7.4).

In volatile crude oil, small, lighter components are mobile (diffusivity D ∼ 1/d, where

d is the molecular diameter) and are susceptible to diffusion [217]. Heavy, branched

components, on the other hand, are less mobile in comparison and remain in the

original crude oil phase. During stage I, spontaneous fractal-like fingering is driven

by mutual diffusion of light crude-oil components into the solvent phase and heptane

molecules into the crude-oil phase. We observe extraction of light components out

of and the diffusion of heptane into the crude-oil phase over time, as evidenced by

reductions in droplet size compared to the initial conditions (Fig. 7.3, t = 0 s to

t = 24 s). Sharp concentration gradients drive rapid migration of light component

molecules out of the crude-oil phase and into the solvent phase and heptane molecules

out of the solvent phase and into the crude-oil phase; immobile heavy components

are left behind and concentrated in the crude-oil phase.

The self-similar fractal-like fingering process continues until light, mobile compo-

nents are extracted. Full extraction of the light components marks the conclusion of

spontaneous fingering in stage I and the onset of slow diffusion in stage II. Specifically,

heavy crude-oil molecules diffuse into the solvent phase (Fig. 7.3, t = 24 to 91 s) and

heptane molecules diffuse into the crude-oil phase, causing the crude oil phase to swell

beyond its initial size (Fig. 7.3, t = 58 to 91 s). Swelling during stage II blurred out

the fractal-like fingers formed during light-components extraction in stage I.
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7.3.2 Interface characteristics: Self-similarity in finger split-

ting due to recursive diffusive-hydrodynamic perturba-

tions

Existence of distinct finger interfaces suggest that the local advection rates induced

by spontaneous fingering far exceed the local diffusive rates at the finger scale. [67,

68, 70]. In pressure-driven Saffman-Taylor fingering, instabilities are driven by the

most unstable wavelength, λc, given by:

λc = πb

√
σ

∆ηV
(7.1)

where b is the gap spacing between the glass plates, σ is the interfacial tension,

∆η is the difference in viscosity between the crude oil and solvent phases, and V is

the interfacial velocity imposed by an external pressure gradient [59, 218, 70]. The

present system, in contrast, is without an imposed velocity. The rate of interface

retraction, i.e., the induced velocity due to heptane and light components diffusion,

can be viewed as an analog of the imposed interfacial velocity in the Saffman-Taylor

instability. Characterization of the growth dynamics show that the unstable wave-

length in the present system is λc ∼ 272µm ±69µm for a gap spacing of 5 µm (Fig.

7.5). In this system, the viscosity difference is ∆η = ηCrudeOil − ηHeptane = 87.3 cP.

Maximum and minimum induced interfacial velocities are delineated by measuring

the induced velocities at the finger tips and finger edges, respectively (Fig. 7.6a).

Using the characteristic wavelength relation developed by Saffman and Taylor, the

corresponding maximum and minimum dynamic interfacial tensions are calculated

(Fig. 7.6a). Importantly, we calculate a finger-tip dynamic interfacial tension of

σmax ∼ 40 mN/m and a finger edge dynamic interfacial tension of σmin ∼ 8.4 mN/m.

Apparently, a spatial gradient in the dynamic interfacial tension is established across
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the finger as a result of light components flux across the solvent-crude oil interface.

In other words, rapid mass exchange of heptane and light components between the

solvent and crude-oil phases create chemical potential gradients in the crude oil that

lead to gradients in dynamic interfacial tension.

Due to the length-scale dependence of the importance of dynamic interfacial ten-

sion, it is plausible that there exists a cut-off length-scale, i.e., minimum pore-size, at

which a specific miscible fluid-pair fingers spontaneously (Fig. 7.7). Specifically, the

critical gap spacing was b ∼ 15 µm for the crude oil and heptane pair used (Fig. 7.7,

b = 15 µm). That is, fingering occurred spontaneously for gap spacings below the

cut-off length scale, b < 15 µm (Fig. 7.7, b = 5 µm), and was absent for gap spacings

above the cut-off length-scale, b > 15 µm (Fig. 7.7, b = 30 µm). Experiments with

different crude oils show that the cut-off gap spacing is dependent upon the composi-

tion of the crude oil. In the subsurface, these results suggest that tighter formations,

i.e., reservoirs with small pore-sizes, are most susceptible to the enhanced mixing due

to spontaneous fingering.
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λc ∼ 272 µm ± 69 µm

Figure 7.5: Most unstable wavelength. The system consistently exhibits fingering at
the most unstable wavelength of λc ∼ 272 µm ± 69 µm for a gap spacing of 5 µm.
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Finger Edge

Finger Tip

λc

Finger Edge

σedge ∼ 8.4 mN/m

Finger Tip

σtip ∼ 40 mN/m

1 mm

(a) (b)

Figure 7.6: Dynamic interfacial tension between the crude oil and the heptane. In-
terfacial tension is estimated using experimental measurements of the characteristic
wavelength, λc, the gap separation, b = 5 µm, and the interfacial velocity, V . The
maximum and minimum induced interfacial velocities are measured at the finger tip
and the finger edge, respectively, to calculate the maximum and minimum dynamic
interfacial tension. The calculations show a clear gradient in the dynamic interfacial
tension.
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b = 5 µm
t = 0 s

Crude Oil

Solvent b = 15 µm
t = 0 s

b = 30 µm
t = 0 s

b = 5 µm
t = 12 s

b = 15 µm
t = 12 s

b = 30 µm
t = 12 s

1 mm

Figure 7.7: Occurrence of spontaneous fingering with gap spacing. The cut-off length-
scale in the present crude oil - heptane system is a gap spacing of b ∼ 15 µm. Larger
gap spacings, i.e., larger pore spaces, do not benefit from the enhanced mixing of
spontaneous fingering.

Gradients in interfacial tension result in a Marangoni instability that drives con-

vection. In our system, light components extraction (i.e., heavy components concen-

tration) induce a gradient in dynamic interfacial tension that destabilizes the interface

to drive the hydrodynamic fingering process. The fingers formed in this process are

fractal-like in nature; characteristic fractal dimensions for a gap spacing of 5 µm are

1.55 to 1.67 (Fig. 7.8b). Fractal dimensions were obtained through characterization

of the invading fingers using image processing. Specifically, the FracLac plugin from

ImageJ was used to quantify the fractal dimensions. Spontaneous fingering decreased

with increased gap spacing, and for large gap spacing, b = 30µm, minimal spon-

taneous fingering effects were observed. The spontaneous generation of fractal-like
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fingers in stage I is therefore driven by gradients in dynamic interfacial tension. Im-

portantly, the unstable wavelengths at the active tips of the fingers remain constant

(Fig. 7.9a), however, these wavelengths are much shorter than those at the edge of

the finger, where some fingers are inactive.

Two characteristics are suggested here: first, the diffusive finger splitting process

is self-similar, and, second, the Marangoni convection cells generated by gradients in

dynamic interfacial tension dictate propagation of the self-similar structures. Char-

acterization of fingering fractal dimension and volumetric evolution (Fig. 7.8) show

that the process is within the diffusion-limited aggregation regime [219]. Specifically,

fingering characterization delineate three regimes: (i) a diffusively-dominant regime

(Fig. 7.8b,c green) is characterized where fractal dimensionality increases and droplet

size decreases linearly due to mutual mass exchange between the solvent and light

components in the crude oil. Specifically, during the early diffusion-driven interfa-

cial perturbation regime (Fig. 7.3, t = 0 to 1.84 s, green), fractal dimensionality

increases from a flat interface towards Df = 1.67 due to finger splitting, approaching

diffusion-limited aggregation (DLA, Df,DLA = 1.68 ± 0.04) [220, 219]. Indeed, the

pattern formed during the spontaneous fingering process is reminiscent of the DLA

model of Witten and Sander [221, 222]. Specifically, the interfaces are destabilized in

a recursive manner similar to the sticking of monomers to a cluster [223, 224, 220].

One can view the initial interfacial instabilities (Fig. 7.10b) as the ”monomers”, and

its growth and recursive destabilization as the ”sticking of additional monomers”.

Interfacial destabilization due to diffusion-driven mass exchange is a fractal-like

process in that each perturbed interface is perturbed recursively, resulting in an ap-

proximately linear growth in its fractal dimension. (ii) A hydrodynamically-dominant

regime (Fig. 7.8, t = 7.84 to 12.08 s, b,c yellow) is characterized where both frac-

tal dimensionality and droplet sizes decrease rapidly. Dominant Marangoni-driven
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convection in place of diffusion-driven mixing results in enhanced mass exchange be-

tween the crude oil and solvent phases. Development of new interfacial perturbations,

however, is hindered in this stage, resulting in more rectliniear, i.e., decreasing fractal

dimensionality (Df from 1.67 to 1.58), fingering. (iii) Return to a diffusively-dominant

regime (Fig. 7.8b,c red) is characterized where fractal dimensions increase from Df

= 1.58 to 1.67 and droplet sizes decrease rapidly due to limited mass exchange in

the presence of excess solvent and scarce availability of light components available for

extraction from the crude oil.

Convective cells born of Marangoni stresses expedite mixing in the heptane phase;

the result of this enables removal of the extracted light components from the inter-

face and accelerates the rate at which light components are extracted subsequently.

Characterization of the rate at which the light components are extracted (Fig. 7.9)

shows that the volume of light components extracted from the crude oil scales initially

with the 3/2 power of time (i.e., Area∼ t3/2 or Area2/3 ∼ t as in Fig. 7.9b), as with

dispersive transport modes from t = 0 to 8 s (Fig. 7.9b), and transitions to a cubic

scaling with time (i.e., Area ∼ t3 or Area1/3 ∼ t as in Fig. 7.9c) with the onset of

finger splitting at t = 8 s onwards (Fig. 7.9c). The cubic relation characterizes the

domiance of the Marangoni-effect driven convection. The finger length (Fig. 7.9d)

penetrates with the square of time (i.e., Length ∼ t2 or Length1/2 ∼ t as in Fig.

7.9d).
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t = 0 s t = 1.88 s t = 3.88 s t = 6.04 s t = 7.84 s t = 9.88 s t = 12.08 s t = 13.68 s

500 µm

(a)

(b)

(c)



CHAPTER 7. SPONTANEOUS FINGERING IN MISCIBLE FLUIDS 184

Figure 7.8 (previous page): Time-evolution of interface fractal dimension showing the
fingering process between one-dimensional advection and diffusion-limited aggrega-
tion [219]. Absence of an imposed flow on this system results in initial diffusively-
dominant mass exchange between the solvent and light components in the crude oil (t
= 0 s to t = 8.72 s). The resulting interfacial destabilization process is fractal-like in
that each perturbed interface is perturbed recursively. Diffusively-driven interfacial
perturbation from a flat interface (Df,flat = 1) towards a diffusion-limited aggregation
condition (Df,DLA = 1.68±0.04) is characterized by a growth in fractal dimensionality
from Df = 1.55 to Df = 1.67. Diffusion-driven growth is sustained until hydrody-
namic forces, i.e., Marangoni forces dominate (t = 8.72 s to t = 10.96 s), resulting
in enhanced mass exchange between the crude oil and the solvent. Reduced diffusive
effects in relation to hydrodynamics hinder the interfacial instability, resulting in a
more one-dimensional finger and the reduced fractal dimensions (Df = 1.67 to 1.58)
of the local interface. Mass exchange at late times (t > 10.96 s) is limited due to
excess solvent and scarce light components available for extraction from the crude oil.
This enables a return to the diffusively-dominant regime where interfacial instabilities
develop and correspond to the increase in the local fractal dimension from Df = 1.58
to 1.66.
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Figure 7.9 (previous page): Velocity of fractal-like finger propagation and light com-
ponents extraction for a gap spacing of b = 5 µm. (a) Fingering evolution at different
times. Self-similar fractal-like fingers propagate at a constant velocity into the crude-
oil phase. Finger-splitting at the tip of the finger occurs at the same characteristic
wavelengths (t = 8 to 32 s), demonstrating the self-similar nature of the fractal-
like fingers. The finger tip wavelengths, however, are shorter than the finger edge
wavelengths, suggesting that the Marangoni convection cells generated by gradients
in dynamic interfacial tension dictate splitting of the self-similar structures. (b),(c)
Finger area, a proxy for light components extraction from the crude-oil phase into
the solvent phase, scaled to the 2/3 and 1/3 power with respect to time, respectively.
(b) Finger area scales with the 3/2 power of time at early times (t = 0 to 8 s, green)
scales in accordance with dispersion (Area2/3 ∼ t). (c) Onset of finger splitting at
t = 8 s transitions finger area scaling to the cube of time (Area1/3 ∼ t) thereafter
(blue). The cubic relation is accounted for based on the induced convection from
the Marangoni effect. (d) Velocity of dominant finger propagation into the crude-oil
phase scales with the square of time (Length1/2 ∼ t) as dictated by mixing in the
Marangoni convection cells.

7.3.3 Spontaneous fingering: a mechanistic depiction

Mutual mass exchange between the miscible fluid pair (crude oil and solvent) un-

derlies the spontaneous fingering observed at early times. In a simplified depiction

of the fluid-pair system (Fig. 7.10), the solvent phase is initially composed of single

component heptane molecules that are small and mobile (i.e., diffusive); the crude

oil phase is comprised of small, light components that are mobile (i.e., diffusive) and

large, heavy components that are relatively immobile (i.e., less diffusive).

Initial molecular configurations (t0, Fig. 7.10a) are such that heptane molecules

(small blue circles) are confined to the solvent phase (blue) and crude oil molecules

(small yellow and large red circles) are confined to the crude oil phase (orange). The

initial compositional distribution leads to sharp concentration gradients, and, thus,

a large diffusive driving force that enables mixing in the absence of external driving

forces.

Upon contact (t0+ , Fig. 7.10b), miscibility between heptane and crude oil, in
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combination with the steep concentration gradient across the interface, forces mutual

diffusion of heptane molecules into the crude oil phase and smaller crude-oil molecules

into the solvent phase. The diffusion-driven interfacial perturbations correspond to

the early-time approach towards DLA (Fig. 7.8a, fractal dimension Df → 1.67, and

Figs. 7.8b,c, shaded green).

The small gap-spacing requirement is explained here due to its effect on dynamic

interfacial tension and capillarity that are length-scale dependent. Specifically, small

length-scale scenarios enable large interfacial curvature, and thus, significant pressure

differential across the dynamic interface. Recall that the initial rate of diffusion scales

with the differential of chemical species partial pressure across the two fluid phases. At

small gap spacings, diffusivity of small, mobile heptane and light crude-oil molecules

enable rapid mass exchange between the two initial phases.

Large, viscous heavy crude-oil molecules, on the other hand, experience little

mass diffusion within the solvent phase. Heavy components are viscous and so have

lesser diffusivity, as diffusivity, D, correlates with viscosity, µ, as D ∼ µϵ, and the

exponent ϵ is related to the molar volume, V , of the species as ϵ = 10.2/V − 0.791

[225]. The intermolecular attraction between the large, immobile molecules retains the

molecules in its original phase and thus the observed dark, crude oil phase. Different

diffusion rates of the large and small crude-oil molecules result in differential local

fluid compositions and thus gradients in local dynamic interfacial tension.
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Figure 7.10 (previous page): Mechanistic depiction of spontaneous fractal-like fin-
gering between crude oil and heptane. (a) Initial fluid distributions (t = 0) with
small mobile heptane molecules (blue) in the solvent phase (blue) and light, mobile
(yellow) and heavy, relatively immobile (red) crude oil molecules in the crude oil
phase (orange). (b) Mutual diffusion of heptane molecules and light, mobile crude oil
molecules drive interfacial perturbations at very early times (t0+) that initiate inter-
facial stability. (c) Instabilities corresponding to the most unstable wavelength, λc,
drive pressure and dynamic interfacial tension gradients during stage I (tstageI). Local
gradients in composition drive mass exchange across the interface and result in gra-
dients in the local dynamic interfacial tension. The arising Marangoni stresses drive
mass exchange hydrodynamically. Diffusive mass exchange across the new interface,
i.e., finger, perturbs the local interface leading to ramified fingers. Fractal-like fin-
gering due to recursive diffusive-hydrodynamic mass exchange is self-sustained until
equilibrium is achieved between the solvent and the crude-oil phases. (d) Slow diffu-
sion of heavy crude oil-components with the light solvent phase results in a diffusive
mixing zone (tstageII).

Gradients in interfacial tension, i.e., Marangoni stresses, resulting from variations

in interfacial composition, lead to hydrodynamic perturbations to the flow (tstageI ,

Fig. 7.10(c)) because interfacial fluid flows towards interface area with greater tension.

With respect to fractal dimensionality, the convection dominance in this regime adds

to the linearity of flow, resulting in a decreased fractal dimensionality towards one-

dimensional advection and away from DLA (Fig. 7.8a, Df → 1.55, and Fig. 7.8b,c,

shaded yellow). Marangoni convection enhances subsequent extension of the local

diffusively-driven perturbations. Importantly, the composition-driven Marangoni hy-

drodynamics here enable finger propagation at wavelengths corresponding to the local

critical wavelength, λc. Further diffusion normal to the newly generated finger inter-

face perturb the local interface as in Fig. 7.10b. Ramified fingers at early times are

attributed to the recursive perturbations to the growing local interface.

Recursive diffusive-hydrodynamic mass exchange is self-sustained prior to equi-

librium between the solvent and crude-oil phases (tstageII , Fig. 7.10(d)). Micro-

confinement results in crude-oil droplets of finite volume, similar to crude-oil droplets
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residing in petroleum reservoirs, and limits the fingering process to a finite lifetime.

Specifically, as the heptane and light crude-oil molecules in the interface between

the solvent and crude-oil phases approach equilibrium, the compositionally-driven

diffusive-hydrodynamic transport underlying the fingering process is eliminated and

stage II begins. Stage II is marked by the slow mixing of large, immobile molecules

in the crude oil phase with components in the solvent phase that results in a clas-

sic diffusive mixing zone otherwise observed in bulk dimensions. The return to a

diffusively-dominant regime restores the fractal dimensionality towards DLA (Fig.

7.8a, Df → 1.67, and Figs. 7.8b,c, shaded red).

7.4 Conclusion

The two-stage spontaneous dispersive mechanism observed reveals a surprising mech-

anism that underlies the Saffman-Taylor instability for miscible, multicomponent flu-

ids. In this work, mixing between heptane and a multicomponent crude oil were

studied under no imposed flow conditions (i.e., imposed Peclet number Pe = 0).

Fractal-like fingers of solvent formed spontaneously. The fingers originated at the

edge of the crude oil/heptane boundary and extended into the crude oil droplet with-

out external pressure gradients. The direction of finger propagation was orthogonal

to the original interface between the crude oil-solvent fluid-pair. Stage I of the two-

stage interaction corresponded to rapid mass exchange between light components in

the crude oil and the heptane. Interestingly, the rate of light components liberation,

i.e., interface retraction velocity, was much larger than the diffusivity of heavy com-

ponents into the heptane, and as a result a distinct interface was observed. Dynamic

interfacial tension calculations based on the measured length and velocity quantities

indicate a strong spatial gradient in dynamic interfacial tension. Fluid systems with

gradients in interfacial tension experience diffusocapillary flow, or, the Marangoni
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effect, where convection cells are induced. The Marangoni convection cells enhance

light components extraction from the crude oil and thus propagate the spontaneous

fingers. After light components erosion, heptane and the heavy components of the

crude oil enter a purely diffusive regime, corresponding to stage II.



Chapter 8

Conclusions and Future Work

Microfluidics is emerging to be a powerful, critical tool in understanding subsurface

transport geared towards energy resources management and environmental remedi-

ation [107]. As it stands, energy and the environment present some of the most

daunting challenges that society has faced and will face moving forward – issues in

health, education, and the economy can be improved largely with the availability of

reliable energy.

Petroleum resources, specifically, pervade our economy from transportation to

electricity and manufacturing [226]. Hydrocarbon combustion has resulted in signif-

icant changes to the climate - geological storage of CO2 presents an opportunity to

mediate this issue [50]. These important subsurface resource challenges are ultimately

dictated by micro- and nano-scale fluid-solid interactions due to the porous nature of

geological materials. Fundamental understanding of small-scale fluid behavior in the

subsurface is limited due to complexities in fluid composition and phase behavior,

mineralogical heterogeneities in subsurface reservoirs, micro- and nano-scale fluid-

mineral interactions, and, importantly, the extrapolation of small-scale behavior to

reservoir-scale (∼ km) phenomena. Microfluidic methods provide direct, real-time in-

sight on these fundamental pore-level interactions by providing a means to visualize

192
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these important fluid-mineral interactions directly [227]. Fundamental understand-

ing of small-scale behavior provides the basis for upscaled modeling of flow behavior

and prediction of reservoir-scale environmental impacts. The foundation that mech-

anistic understanding provides enables decision-making in engineering practice that

ultimately leads to improved methods of fueling our society’s future sustainably with

the least environmental impact.

8.1 Summary of Present Work

This dissertation contributes to the fundamental understanding of fluid-fluid and

fluid-solid interactions in subsurface reservoir systems through enabling-technology

development and fundamental scientific discovery. The contributions are organized

into five themes: (i) development of realistic microvisualization platforms for the

study of transport through clay-rich sandstone; (ii) investigation of formation dam-

age in clay-rich sandstone as a result of fines migration at low salinity conditions; (iii)

investigation of pore-scale dynamics during low salinity waterflooding, the discovery

of a spontaneous Pickering emulsification and flow diversion mechanism, and the de-

sign of a cyclic salinity injection process to enhance oil recovery; (iv) development

of calcite-functionalized microvisual devices, its usage in investigating reactive trans-

port through carbonate CO2 storage reservoirs, and the discovery of a new protective

mechanism termed here the ”grain-engulfment effect”; (v) the investigation of misci-

ble fluid interactions at the microscale and the discovery of spontaneous fractal-like

fingering in the absence of an external pressure gradient due to compositional com-

plexity of the fluids. The contributions to device development, fundamental mecha-

nistic understanding, and applied engineering practice are described in the following.

First, clay-rich petroleum reservoirs hold promise for significant energy resources

recovery. Of particular industrial interest is low salinity waterflooding due to its low
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impact to the environment and low cost. The fundamental mechanisms that dic-

tate this process, however, are poorly understood due to conflicting core flooding

and field evidence. To provide a mechanistic understanding of the low salinity effect,

this work enables direct visualization of the pore-scale dynamics through the devel-

opment of a two-dimensional silicon microfluidic networks with representative pore

geometry (i.e., micromodels) and representative surface characteristics of clay-rich

rock. Specifically, a method is developed to deposit clay particles into the micro-

model pore space. Surface morphology, wettability, and salinity sensitivity proper-

ties of the clay-functionalized model are validated with those of clay-rich rock. The

surface-functionalized models also corroborate the hypothesis of clay insensitivity to

brine salinity after thermal treatment. Upon validation of the surface functional-

ization process, the clay-functionalized micromodels are then used to determine the

conditions at which stably adhered clay particles detach and to study the pore-level

interactions between the crude oil, brine, and solid surfaces during aging and during

low salinity brine injection. Specifically, kaolinite clay particles were adsorbed stably

for salt concentrations greater than the critical salt concentration (CSC) of 4000 ppm

NaCl and were mobilized for salt concentrations below the CSC limit. These results

correspond well to reported CSC values of real clay-rich reservoir rock from the litera-

ture. The experimental results provide a basis for improving the basic understanding

of the mechanisms at play, including fine clay particles mobilization, ion exchange,

and emulsification. Pore-scale flow simulation is used to corroborate experimental

observations of the dominant mechanism(s) at play during low salinity waterflooding

in sandstones. Mechanistic understanding of pore-level behavior sets the basis for

upscaling and informing the design of optimal injection fluids at the field scale.

Second, formation damage observed during field-scale low salinity waterflooding

due to fine clay particles mobilization is studied using the clay-functionalized mi-

cromodels. Using the clay-functionalized micromodel developed in this work, the
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mobilization of clay particles, its impact on flow paths, and its effect on oil recovery

is investigated. Under low salinity conditions, a 6-fold reduction in permeability was

identified through pressure measurements due to kaolinite migration and flow path

blockage. Montmorillonite clay swelling was also observed at low salinities. Pore-scale

imaging and mapping show that the pores most susceptible to particle mobilization

and flow path blockage are correlated inversely with improved oil recovery. Flow di-

version due to preferential flow path blockage is proposed as a mechanism dictating

improved oil recovery at low salinities.

Third, clay-functionalized micromodels were used to investigate the evolution of

pore-surface wettability, or, aging, and the interplay between clay minerals and the

crude oil and brine. Creation of initial subsurface reservoir conditions in the labora-

tory is central to understanding the underlying mechanisms of the low salinity effect

and remains an open question. Direct observation of water-wet surfaces shifting to-

wards mixed-wettability due to attraction between charged clay particles and crude

oil is achieved using the kaolinite-functionalized micromodel. Initial high salinity

brine injection into the aged micromodel corresponding to conventional waterflood-

ing processes showed ∼ 38 % oil recovery. Low salinity waterflooding using 4000 ppm

brine increased the recovery factor by an additional ∼ 6.5 % of the original oil in

place (OOIP). Interestingly, further low salinity waterflooding of this aged system

using deionized water reveals a new spontaneous Pickering emulsification mechanism

by which preferential flow paths are obstructed, leading to flow diversion through

oil-filled pores to improve overall oil recovery. The pore-level Pickering emulsions

generated in the preferential flow paths are ∼ 5 to 30 µm in diameter and have

remained stable since January 2016. Bulk-scale Pickering emulsions show similar sta-

bility. Importantly, the pressure differential required for subsequent fluids to flow

through the emulsion-filled paths is increased significantly, thus enabling flow diver-

sion through oil-filled pores. Leveraging the flow diversion mechanism, a new salinity
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cycling method is developed that increases overall oil recovery by an additional ∼ 8

% OOIP.

Fourth, fundamental understanding of the dynamics dictating reactive transport

through carbonates is required to engineer effective formation stimulation and safe

CO2 storage projects. Calcite-functionalized microfluidic systems are developed and

used in this work to delineate the interplay between dissolution, flow, and surface

wettability. Novel two-dimensional calcite-functionalized micromodels with represen-

tative pore geometry and surface reactive properties are developed in this work to

study the dissolution of carbonates under acidic flows. Importantly, a new mechanism

is discovered whereby the reaction product CO2 is wetted on the reactive grain surface

and protects the grain from further dissolution. Experimental results show similar ef-

fects at a range of temperatures, pressures, and acidities corresponding to both surface

and subsurface conditions. One-dimensional non-reactive polymer-based microchan-

nel containing an embedded reactive calcite post is developed to further delineate

the conditions required for the grain-engulfment effect to dominate. The calcite post

is an octagonal prism of 500 µm width and 300 µm height, and the channel is 1.5

mm in width. Flow regimes corresponding to the observed grain-engulfment mech-

anism in porous media were delineated using the one-dimensional reactive transport

devices and provide a first order understanding for large-scale CO2 storage security

assessments.

Fifth, miscible fluid interactions between crude oil and solvent are investigated

to understand mechanisms underlying improved heavy-oil recovery of highly viscous

and immobile crude oil. Specifically, interactions between crude oil and solvent are

investigated under microconstrained geometries similar to geological porous media.

Significantly, spontaneous fingering between the crude oil with complex composition

and the solvent is observed. That is, fractal-like fingers are generated in the absence
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of an applied external pressure gradient, i.e., zero Peclet number. The surprising dy-

namics observed are a result of the complex composition of the crude oil; light mobile

crude-oil components are exchanged with the solvent phase while heavy immobile

crude-oil components remain in the crude-oil phase. Recursive diffusion-driven mass

exchange leads to local instabilities at the interface that result in differences in dy-

namic interfacial tension along the interface and leads to fractal-like fingering. The

resulting Marangoni flow enhances the mass exchange until components in the crude

oil phase reach local equilibrium with those in the solvent phase.

The geochemically-representative devices developed in this work enable a wide

range of investigations to the fundamental mechanisms dictating transport through

subsurface systems. Importantly, the new fundamental mechanisms delineated in this

work are of fundamental importance to the understanding and design subsurface en-

ergy and environmental resources management and to the broader field of engineering

science.

8.2 Future Opportunities for Geochemical Microflu-

idics

Indeed, there is plenty of room at the bottom [228]. Resolution of fluid-mineral

interactions at the micro- and nanoscale are of increasing importance to improving

subsurface, and, surface, energy and environmental resources engineering processes.

The scientific community has only begun to leverage microfluidics in studying energy

and environmental resources in the subsurface; there remain immense opportunities

to take full advantage of the fundamental micro- and nano-scale understanding that

microfluidics offers.
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8.2.1 Visualization of Flow in Three Dimensions

Moving forward, one key challenge to address is in the dimensionality of the visualiza-

tion devices. Specifically, microfluidics are inherently two-dimensional flow visualiza-

tion platforms. Real geological materials, on the other hand, are in three dimensions.

Some work has been started in capturing the contrast in length scales between pore

bodies and pore throats of glass-based micromodels [127] and in magnified porous

media through additive manufacturing [229, 230]. 3D printed rock enables repetition

through control of three-dimensional pore geometry but are challenged by limitations

in printing resolution and geometric integrity after resin polymerization. Similar to

polymer-, glass-, and silicon-based microfluidics, 3D printed rock lack the representa-

tive surface properties of real rock. Importantly, direct real-time visualization of the

microscale fluid-fluid and fluid-mineral dynamics are difficult to capture due to the

opaque resin material.

Confocal imaging of refractive index-matched fluids and glass beads provides an

alternate route to flow visualization in a three-dimensional porous medium [231, 232,

233, 234, 235, 236]. Use of real mineral surfaces such as clays and carbonates and

of real fluids such as crude oils and brine, however, are difficult to achieve. At best,

images are taken at the surface of the three-dimensional porous medium. Pore-level

visualization of petroleum fluid dynamics in three-dimensional media at real-time,

real-scale, surface-representative conditions provides a host of opportunities for novel

device and visualization development.

8.2.2 Nanoscale

At the nanometer scale, while significant headway has been made using nano- and

nanoconfined-geometries [83, 110], direct visualization of fundamental fluid dynamics

and fluid-solid interactions such as adsorption at length scales below the wavelengths
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of visible light remain an opportunity. Of particular interest to the subsurface energy

resources community are the nanoscale pores in shale. While fabrication of etched-

silicon nanochannels (∼ nm in two dimensions) and nanoconfined channels (∼ nm

in one dimension) is possible with electron-beam lithography and plasma etching

[85, 237, 238, 83, 84, 239, 86] and sacrificial layer etching and microchannel bonding

[110], direct optical visualization is difficult. Specifically, nanochannels of the size of

shale pores are shorter than the wavelength of light. That is, nanoscale systems are

diffraction-limited with respect to visible light. Direct optical observation of nanoscale

dynamics are hence limited. In this respect, use of luminescence provides a possible

route in providing super-resolution microscopy. Specifically, fluorescent tagging of

fluid molecules, ions, and solid particles provide an avenue toward super-resolved

fluorescence to enable optical visualization of nanometer dynamics.

The complexity of subsurface systems, especially those pertinent to petroleum and

CO2 storage resources, provides exciting, and, important opportunities that microflu-

idics are well positioned to pursue.



Appendix A

Reactive Transport Model

A reservoir-scale reactive transport model is developed to upscale the pore-scale grain-

engulfment mechanism to the reservoir. The code follows from the equations devel-

oped in Chapter 6 and is shown here.

200
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A.1 Main input file

Input parameters are adjusted in this file.

1

2 c l e a r

3 c l o s e a l l

4 c l c

5

6

7 %% BOUNDARY CONDITIONS

8 % l e f t constant p r e s su r e boundary

9 % r i gh t constant p r e s su r e boundary

10 % top no f low boundary

11 % bottom no f low boundary

12

13 P downstream = 1200∗6894 .76 ; % 1200 ps i , [ Pa ]

14 kc = 8 .4 e−5; %REACTION RATE CONSTANT FOR [H+] WITH CaCO3 [m/ s

]

15 c i n j e c t = 10 ; %pH = 2 %550; %i n j e c t i o n [H+] concent ra t i on [

mol/m3 water ]

16 t imes teps=1e2%5e3 ;

17 u i n j = 50/24/3600; % [m/ s ]

18

19 %% RESERVOIR FLUID PROPERTIES

20 mu = 0.7255 e−3; % dynamic v i s c o s i t y water at 35C [Pa−s ]

21 %% RESERVOIR GRID PROPERTIES

22 L = 100 ; % RESERVOIR LENGTH IN i−DIRECTION
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23 W = 25; % RESERVOIR WIDTH IN j−DIRECTION

24 H = 10 ; % RESERVOIR HEIGHT IN k−DIRECTION

25 dx = 1 ; % block s i z e in x

26 dy = 1 ; % block s i z e in y

27 Nx = L/dx ; % number o f b locks in i−d i r e c t i o n

28 Ny = W/dy ; % number o f b locks in j−d i r e c t i o n

29

30 %% populate i n i t i a l r e s e r v o i r p r op e r t i e s

31 p h i 0 f i l e = load ( ’ ph i 0 ’ ) ;

32 ph i 0 = p h i 0 f i l e . ph i 0 ( 1 : 2 5 , : ) ;

33

34 phi = phi 0 ;

35 k i n i t = ze ro s (Ny,Nx) ;

36 Dp = 100e−6∗ones (Ny,Nx) ; % gra in diameter , [m]

37 [ k 0 , P 0 ] = pre s su r e ( u in j , P downstream , mu, phi 0 , Dp, dx ,

dy , Nx, Ny) ;

38

39 f i g u r e

40 s u r f ( P 0 /6894 .76)

41 k o ld = k 0 ;

42 NUMBERGRAINS = (1−phi )∗dx∗dy∗H./(4/3∗ pi ∗(Dp/2) . ˆ 3 ) ;

43 MOLAR MASS CaCO3 = 100 . 0869 ; %[ g CaCO3/mol CaCO3 ]

44 DENSITY CaCO3 = 2.71 e6 ; %[ g CaCO3/m3]

45 DENSITYWATER = 1000 ; %[ kg WATER/m3 WATER]

46 %% CO2 PROPERTIES

47

48
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49 c H 0 = ze ro s (Ny,Nx) ;

50 c H old = c H 0 ;

51 moles H cum old = ze ro s (Ny,Nx) ;

52 f l u x r a t e o l d = ze ro s (Ny,Nx) ;

53 moles CaCO3 total= (1−phi )∗dx∗dy∗H ∗ DENSITY CaCO3 /

MOLAR MASS CaCO3; % dens i ty =2.7g/cm3 and 100g/gmol CaCo3

54 c CO2 old = ze ro s (Ny,Nx) ;

55

56 dt = 0.001∗24∗60∗60 ;

57

58

59 c CO2 sep phase = ze ro s (Ny,Nx, t imes teps ) ;

60

61

62 f o r i i = 1 : t imes teps

63 a = i i

64

65 %% MASS BALANCE ON WATER : PERMEABILITY AND PRESSURE

66 [ k , P ] = pr e s su r e ( u in j , P downstream , mu, phi , Dp, dx ,

dy , Nx, Ny) ;

67 k o ld = k ;

68 %% ACID VELOCITIES ACROSS INTERFACES

69 [ u a c i d x i n t e r f a c e , u a c i d y i n t e r f a c e ] =

v e l o c i t y a c i d i n t e r f a c e (mu, Nx, Ny, dx , dy , P, u in j ,

P downstream , k ) ;

70

71 %% SURFACE AREA AND VOLUME FOR REACTION
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72 [ SA, Volume CaCO3 ] = r e a c t i o n a r e a p e r b l o c k (Dp, dx , dy , H

, phi ) ;

73

74 %% MASS BALANCE ON ACID − s o l v e f o r concent ra t i on at next

time step e x p l i c i t l y

75 [ c H new , moles H cum new , f l ux ra t e new , Q rxn ,Da ] =

a c i d c o n c e n t r a t i o n f l u x t h e n r e a c t ( phi , f l u x r a t e o l d ,

moles CaCO3 total , moles H cum old , c H old , kc ,

c i n j e c t , SA, Nx, Ny, dt , dx , dy , H,

u a c i d x i n t e r f a c e , u a c i d y i n t e r f a c e ) ;

76 c H old = c H new ; %[ mol/m3]

77 f l u x r a t e o l d = f l ux r a t e n ew ;%[ mol/ s ]

78

79 %% CO2 CONCENTRATION

80 [ s o lub i l i t y CO2 ] = CO2so lub i l i ty (P,Nx,Ny) ;

81 [ c CO2 new , c CO2 separate phase ] = concentrat ion CO2 (

u a c i d x i n t e r f a c e , u a c i d y i n t e r f a c e , Nx , Ny,

c CO2 old , dx , dy ,H, dt , Q rxn , so lub i l i ty CO2 , phi ) ;

82 c CO2 old = c CO2 new ;

83

84 c CO2 sep phase ( : , : , i i ) = c CO2 separate phase ;

85

86 %% VOLUME OF CaCO3 d i s s o l v ed in time step and new

po ro s i t y . . . % volume o f CaCO3 d i s s o l v ed in time

step

87 moles CaCO3 dissolved = 0 .5 ∗ Q rxn ∗ dt ; %[ moles ]
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88 volume CaCO3 dissolved = moles CaCO3 dissolved ∗

MOLAR MASS CaCO3 / DENSITY CaCO3 ; %[ moles CaCO3 ] ∗ [

g CaCO3/moles CaCO3 ] ∗ [m3/g CaCO3 ]

89 phi = phi + volume CaCO3 dissolved/dx/dy/H;

90 phi ( phi>1)=1;

91 Dp = 2∗((1− phi )∗dx∗dy∗H ./ NUMBERGRAINS ∗ 3/4/ p i ) . ˆ ( 1 /3 )

;

92

93

94 end

95

96 save ( ’ c CO2 sep phase . mat ’ , ’ c CO2 sep phase ’ , ’−v7 . 3 ’ )
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A.2 Reaction and Flow Routine

Reaction and flow are coupled in this routine for each time step.

1 % func t i on [ c new , f l ux r a t e n ew ] =

a c i d c o n c e n t r a t i o n f l u x t h e n r e a c t ( c o ld , c i n j e c t , Nx ,

Ny, dt , dx , dy , H, u a c i d x i n t e r f a c e , u a c i d y i n t e r f a c e )

2 f unc t i on [ c new , moles H cum new , f l ux ra t e new , Q rxn ,Da ] =

a c i d c o n c e n t r a t i o n f l u x t h e n r e a c t ( phi , f l u x r a t e o l d ,

moles CaCO3 total , moles H cum old , c o ld , kc , c i n j e c t ,

SA, Nx, Ny, dt , dx , dy , H, u a c i d x i n t e r f a c e ,

u a c i d y i n t e r f a c e )

3

4 u L mat = u a c i d x i n t e r f a c e ( : , 1 :Nx) ;

5 c L = [ c i n j e c t ∗dt∗u L mat ( : , 1 ) /dx c o l d ( : , 1 : Nx−1) ] . ∗ ( u L mat

>0) + c o l d . ∗ ( u L mat<=0) ;

6 u R mat = u a c i d x i n t e r f a c e ( : , 2 :Nx+1) ;

7 c R =c o ld .∗ ( u R mat>=0) + [ c o l d ( : , 2 :Nx) z e r o s (Ny, 1 ) ] . ∗ (

u R mat<0) ;

8

9 u T mat = u a c i d y i n t e r f a c e ( 1 :Ny , : ) ;

10 c T = (u T mat>0) . ∗ [ z e r o s (1 ,Nx) ; c o l d ( 1 :Ny−1 , : ) ] + ( u T mat

<=0) .∗ c o l d ;

11

12 u B mat = u a c i d y i n t e r f a c e ( 2 :Ny+1 , : ) ;

13 c B = (u B mat>=0) .∗ c o l d + ( u B mat<0) . ∗ [ c o l d ( 2 :Ny , : ) ;

z e r o s (1 ,Nx) ] ;

14
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15 %% ACID FLUX

16 f l ux r a t e n ew = ( u L mat/dx .∗ c L − u R mat/dx .∗ c R + u T mat/

dy .∗ c T − u B mat/dy .∗ c B ) ; % [ mol/ s ]

17 c i n t e rmed i a t e = c o l d + f l ux r a t e n ew ∗dt ; %[ mol/m3]

18

19 %% ACID REACTION

20 %max amount o f r e a c t i on p o s s i b l e f o r geometry

21 Q rxn max = kc .∗ c i n t e rmed i a t e .∗SA;

22

23 %max amount o f r e a c t i on p o s s i b l e s . t . [H+] i s conserved ( i . e

. , only r ea c t

24 %as much as the amount o f ac id that i s the re

25 Q rxn H conservat ion = Q rxn max . ∗ ( Q rxn max∗dt <=

c in t e rmed i a t e ∗dx∗dy∗H) + ( c i n t e rmed i a t e ∗dx∗dy∗H/dt ) . ∗ (

Q rxn max∗dt>c i n t e rmed i a t e ∗dx∗dy∗H) ;

26

27 moles H cum projected = moles H cum old +

Q rxn H conservat ion ∗dt ;

28 Q rxn = ( moles H cum projected<moles CaCO3 total ∗2) .∗

Q rxn H conservat ion + ( moles H cum projected==

moles CaCO3 total ∗2) .∗ z e r o s (Ny,Nx) + (

moles H cum projected>moles CaCO3 total ∗2) .∗ (

moles H cum projected−moles CaCO3 total ∗2) /dt ;

29 Q rxn = Q rxn . ∗ ( phi<1) + ze ro s (Ny,Nx) . ∗ ( phi>=1) ;

30 moles H cum new = moles H cum old + Q rxn∗dt ;

31

32 %% NEW ACID CONCENTRATION
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33 c new = c in t e rmed i a t e − Q rxn∗dt/dx/dy/H;

34 c new ( c new<1e−16)=0;

35 % c new = ( c new1>0) .∗ c new1 + ( c new1<0)∗ c i n j e c t ;

36

37 %% DAMKOHLER NUMBER

38 u avg = ( abs ( u L mat )+abs ( u R mat )+abs ( u T mat )+abs ( u B mat ) )

/4 ;

39 % Da = Q rxn H conservat ion . / ( u L mat∗dy∗H.∗ c L − u R mat∗dy∗

H.∗ c R + u T mat∗dx∗H.∗ c T − u B mat∗dy∗H.∗ c B ) ;

40 Da = kc∗SA./ u avg/dx/H;

41 %Da = kc∗ c i n t e rmed i a t e .∗SA. / ( u L mat∗dy∗H.∗ c L − u R mat∗dy∗

H.∗ c R + u T mat∗dx∗H.∗ c T − u B mat∗dy∗H.∗ c B ) ;

42 Da( i snan (Da) )=0;

43

44

45

46 end
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A.3 Solubility of CO2 in the Aqueous Phase

The solubility of CO2 in the aqueous phase as a function of pressure and temperature

is generated.

1 f unc t i on [ s o lub i l i t y CO2 ] = CO2so lub i l i ty (P,Nx,Ny)

2

3

4 P re f = [ 1 ; 5 ; 10 ; 50 ; 100 ; 200 ; 300 ; 400 ; 500 ; 600 ; 700 ;

800 ; 900 ; 1000 ; 1100 ; 1200 ; 1300 ; 1400 ; 1500 ; 1600 ; 1700 ;

1800 ; 1900 ; 2 0 0 0 ] ;

5 so lub i l i ty CO2 30C = [ . 0 2 8 6 ; . 1 4 4 2 ; . 2 8 0 9 ; 1 . 0 811 ; 1 . 3 611 ;

1 . 4 889 ; 1 . 5 989 ; 1 . 7 005 ; 1 . 7 965 ; 1 . 8 883 ; 1 . 9 767 ; 2 . 0 622 ;

2 . 1 450 ; 2 . 2 254 ; 2 . 3 034 ; 2 . 3 792 ; 2 . 4 527 ; 2 . 5 240 ; 2 . 5 933 ;

2 . 6 605 ; 2 . 7 251 ; 2 . 7 882 ; 2 . 8 486 ; 2 . 9 0 7 1 ] ;

6 so lub i l i ty CO2 60C = [ . 0 1 3 7 ; . 0 8 0 3 ; . 1 6 0 2 ; . 6 6 9 5 ; 1 . 0 275 ;

1 . 2 344 ; 1 . 3 495 ; 1 . 4 478 ; 1 . 5 368 ; 1 . 6 194 ; 1 . 6 970 ; 1 . 7 703 ;

1 . 8 399 ; 1 . 9 062 ; 1 . 9 692 ; 2 . 0 292 ; 2 . 0 864 ; 2 . 1 407 ; 2 . 1 924 ;

2 . 2 413 ; 2 . 2 875 ; 2 . 3 312 ; 2 . 3 725 ; 2 . 4 1 1 0 ] ;

7

8 so lub i l i ty CO2 35C = so lub i l i ty CO2 30C + ( so lubi l i ty CO2 60C

−so lub i l i ty CO2 30C ) /30∗5 ;

9

10 f o r i = 1 :Ny

11 f o r j = 1 :Nx

12 so lub i l i t y CO2 ( i , j ) = in t e rp1 ( P re f ,

so lub i l i ty CO2 35C ,P( i , j ) /1 e5 ) ;

13 end
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14 end



APPENDIX A. REACTIVE TRANSPORT MODEL 211

A.4 Concentration of CO2

The concentration of CO2 in the aqueous and separate phases are calculated for each

block. If the total CO2 in each block exceeds the solubility of CO2 in the aqueous

phase, then a separate phase is generated.

1 f unc t i on [ c CO2 new , c CO2 separate phase ] =

concentrat ion CO2 ( u a c i d x i n t e r f a c e , u a c i d y i n t e r f a c e ,

Nx , Ny, c CO2 old , dx , dy ,H, dt , Q rxn , so lub i l i ty CO2 , phi )

2 %% CO2 FLUX FROM PREVIOUS CONCENTRATIONS

3 u L mat = u a c i d x i n t e r f a c e ( : , 1 :Nx) ;

4 c CO2 L = [ z e r o s (Ny, 1 ) c CO2 old ( : , 1 : Nx−1) ] . ∗ ( u L mat>0)

+ c CO2 old . ∗ ( u L mat<=0) ;

5 u R mat = u a c i d x i n t e r f a c e ( : , 2 :Nx+1) ;

6 c CO2 R =c CO2 old .∗ ( u R mat>=0) + [ c CO2 old ( : , 2 :Nx)

z e r o s (Ny, 1 ) ] . ∗ ( u R mat<0) ;

7 u T mat = u a c i d y i n t e r f a c e ( 1 :Ny , : ) ;

8 c CO2 T = (u T mat>0) . ∗ [ z e r o s (1 ,Nx) ; c CO2 old ( 1 :Ny−1 , : ) ]

+ ( u T mat<=0) .∗ c CO2 old ;

9 u B mat = u a c i d y i n t e r f a c e ( 2 :Ny+1 , : ) ;

10 c CO2 B = (u B mat>=0) .∗ c CO2 old + ( u B mat<0) . ∗ [

c CO2 old ( 2 :Ny , : ) ; z e r o s (1 ,Nx) ] ;

11

12 %% FLUX

13 flux CO2 = ( u L mat/dx .∗ c CO2 L − u R mat/dx .∗ c CO2 R +

u T mat/dy .∗ c CO2 T − u B mat/dy .∗ c CO2 B) ; % [ mol/m3s

]

14 %c in t e rmed i a t e = c CO2 old + f lux rate CO2 ∗dt ; %[mol/m3]
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15

16 %% GENERATION OF CO2 THROUGH REACTION

17 conc CO2 rxn = .5 ∗ Q rxn ∗ dt / dx/dy/H;

18

19 %% CO2 CONCENTRATION

20 c CO2 new = c CO2 old + flux CO2∗dt + conc CO2 rxn ;

21 %% SOLUBILITY OF CO2 IN WATER

22 %assuming s i n g l e phase f low , maximum amount o f CO2 that

can d i s s o l v e in to

23 %water

24 conc CO2 max aq = so lub i l i t y CO2 .∗ phi ;

25

26 c CO2 separate phase = ( c CO2 new − conc CO2 max aq ) . ∗ (

c CO2 new>conc CO2 max aq ) + ze ro s (Ny,Nx) . ∗ ( ( c CO2 new

<=conc CO2 max aq ) ) ;

27 end
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A.5 Pressure

The pressure equation is solved to determine the pressure of each grid block in the

reservoir.

1 f unc t i on [ k , P ] = pr e s su r e ( u in j , P downstream , mu, phi , Dp,

dx , dy , Nx, Ny)

2 tau = 3∗ ones (Ny,Nx) ; % to r tuo s i t y , u sua l l y 2<tau<5

3 k = 1/72 ./ tau .∗ phi . ˆ 3 . ∗Dp.ˆ2./(1− phi ) . ˆ 2 ; % permeab i l i t y from

Carman−Kozeny , [m2]

4 k ( i snan (k ) )=1;

5 % k = 1 .∗ ( phi>=1) + k . ∗ ( phi<1) ;

6 %% TRANSMISSIBILITY MATRIX

7 permx = reshape (k ’ ,Ny∗Nx, 1 ) ;

8 permy = reshape (k , Ny∗Nx, 1 ) ;

9 K Harx minus = permx ;

10 K Harx plus = permx ;

11

12 K Harx minus ( 2 : end ) = 2∗permx ( 2 : end ) .∗ permx ( 1 : end−1) . / ( permx

( 2 : end )+permx ( 1 : end−1) ) ;%harmonic average

13 K Harx plus ( 1 : end−1) = 2∗permx ( 2 : end ) .∗ permx ( 1 : end−1) . / ( permx

( 2 : end )+permx ( 1 : end−1) ) ;%harmonic average

14 K Harx minus ( 1 :Nx : end )=permx ( 1 :Nx : end ) ;

15 K Harx plus (Nx :Nx : end )=permx ( 5 :Nx : end ) ;

16

17 K Hary minus = permy ;

18 K Hary plus = permy ;
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19 K Hary minus ( 2 : end ) = 2∗permy ( 2 : end ) .∗ permy ( 1 : end−1) . / ( permy

( 2 : end )+permy ( 1 : end−1) ) ; %harmonic average

20 K Hary plus ( 1 : end−1) = 2∗permy ( 2 : end ) .∗ permy ( 1 : end−1) . / ( permy

( 2 : end )+permy ( 1 : end−1) ) ;%harmonic average

21 K Hary minus ( 1 :Ny : end )=permy ( 1 :Ny : end ) ;

22 K Hary plus (Ny :Ny : end )=permy (Ny :Ny : end ) ;

23

24 K Hary minus mat=reshape (K Hary minus ,Ny ,Nx) ;

25 K Hary minus = reshape (K Hary minus mat ’ ,Ny∗Nx, 1 ) ;

26 K Hary plus mat=reshape ( K Hary plus ,Ny ,Nx) ;

27 K Hary plus = reshape ( K Hary plus mat ’ ,Ny∗Nx, 1 ) ;

28

29 l ength P = Nx∗Ny;

30 Txplus = K Harx plus /dxˆ2/mu; %t r a n sm i s s i b i l i t y

a c r o s s x+

31 Txminus = K Harx minus/dxˆ2/mu; %t r a n sm i s s i b i l i t y

a c r o s s x−

32 Typlus = K Hary plus /dyˆ2/mu; %t r a n sm i s s i b i l i t y

a c r o s s y+

33 Tyminus = K Hary minus/dyˆ2/mu; %t r a n sm i s s i b i l i t y

a c r o s s y−

34

35 Tyminus ( 1 :Nx) = 0 ;

36 Typlus ( end−Nx+1:end ) = 0 ;

37 Txminus ( 1 :Nx : end ) = 0 ;

38 Txplus (Nx :Nx : end ) = 0 ;

39
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40 Tdiag = −(Txminus + Txplus + Tyminus + Typlus ) ;

41 Tdiag (Nx :Nx : end ) = Tdiag (Nx :Nx : end )−2∗permx (Nx :Nx : end ) /dxˆ2/

mu;

42

43 TRANSMATRIX = spd iags ( [ Typlus Txplus Tdiag Txminus Tyminus

] , [−Nx −1 0 1 +Nx ] ,Nx∗Ny,Nx∗Ny) ’ ;

44

45 %% SOLVE FOR PRESSURE

46 b = ze ro s ( length P , 1 ) ;

47 b ( 1 :Nx : end ) = −u i n j ;

48 b(Nx :Nx : end ) = −permx (Nx :Nx : end ) /dxˆ2∗2∗P downstream/mu;

49 P = TRANSMATRIX\b ;

50 P = reshape (P,Nx,Ny) ’ ;

51 end
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A.6 Reaction Rates

The amount of reacted calcite rock material is calculated for each block based on the

available surface area for reaction.

1 f unc t i on [SA, Volume CaCO3 ] = r e a c t i o n a r e a p e r b l o c k (Dp, dx ,

dy , H, phi )

2 av = 6 ./Dp; % r ea c t i on su r f a c e area per

volume o f CaCO3, assuming s ph e r i c a l g r a i n s [ 1/m]

3 Volume CaCO3 = (1−phi )∗dx∗dy∗H; %VOLUME OF CaCO3 PER GRID

BLOCK

4 SA = Volume CaCO3 .∗ av ; %SURFACE AREA OF CaCO3

AVAILABLE FOR REACTION PER GRID BLOCK

5 SA( i snan (SA) )=0;

6 end
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1 f unc t i on [ u a c i d x i n t e r f a c e , u a c i d y i n t e r f a c e ] =

v e l o c i t y a c i d i n t e r f a c e (mu, Nx, Ny, dx , dy , P, u in j ,

P downstream , k )

2 %% ACID FLOW RATE IN x−DIRECTION

3 u a c i d x i n t e r f a c e = ze ro s (Ny,Nx+1) ;

4 u a c i d x i n t e r f a c e ( : , 1 ) = u i n j ; %−k ( : , 1 ) . ∗ (P( : , 1 )−P upstream

) ∗2/dx/mu;

5 u a c i d x i n t e r f a c e ( : ,Nx+1) = −k ( : ,Nx) . ∗ ( P downstream−P( : ,Nx) )

∗2/dx/mu;

6 u a c i d x i n t e r f a c e ( : , 2 :Nx) = −2∗(k ( : , 2 :Nx) .∗ k ( : , 1 : Nx−1) . / ( k

( : , 2 :Nx)+k ( : , 1 : Nx−1) ) ) . ∗ (P ( : , 2 :Nx)−P( : , 1 :Nx−1) ) /dx/mu;

7

8 %% ACID FLOW RATE IN y−DIRECTION

9 u a c i d y i n t e r f a c e = ze ro s (Ny+1,Nx) ;

10 u a c i d y i n t e r f a c e ( 1 , : ) = 0 ;

11 u a c i d y i n t e r f a c e (Ny+1 , :) = 0 ;

12 u a c i d y i n t e r f a c e ( 2 :Ny , : ) = −2∗(k ( 2 :Ny , : ) .∗ k ( 1 :Ny−1 , : ) . / ( k

( 2 :Ny , : )+k ( 1 :Ny−1 , : ) ) ) . ∗ (P( 2 :Ny , : )−P( 1 :Ny−1 , : ) ) /dy/mu;

13

14 end
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CMG Input Code

1 ∗∗ −−−−−−−−−−−−−−−−−−−−−−−−−−−∗∗

2 ∗∗ GMGHG012.DAT: CO2 Seque s t ra t i on With No Trace Component

∗∗

3 ∗∗ −−−−−−−−−−−−−−−−−−−−−−−−−−−∗∗

4 ∗∗ −−−−−−−−−−−−−−−−−−−−−−−−−−−∗∗

5 ∗∗ ∗∗

6 ∗∗ FILE : GMGHG012.DAT

∗∗

7 ∗∗ ∗∗

8 ∗∗ MODEL: CART 9x9x4 GRID CO2 INJECTION INTO AN

∗∗

9 ∗∗ 1 COMPONENT AQUIFER WITH GEOCHEMISTRY

∗∗

10 ∗∗ WATER−GAS MODEL

∗∗

218
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11 ∗∗ SI UNITS

∗∗

12 ∗∗ ∗∗

13 ∗∗ −−−−−−−−−−−−−−−−−−−−−−−−−−−∗∗

14 ∗∗ ∗∗

15 ∗∗ This template data s e t i s cons t ruc ted to model gas

s e qu e s t r a t i on ∗∗

16 ∗∗ i n t o an aqu i f e r . CO2 i n j e c t i o n i s done f o r f i r s t 25

year s . ∗∗

17 ∗∗ The i n j e c t o r i s shut in t h e r e a f t e r and the f a t e o f CO2 i s

model led ∗∗

18 ∗∗ f o r next 225 years . Chemical equ i l i b r i um constant s are

f un c t i on s ∗∗

19 ∗∗ o f temperature . Trace gas i s not used (AQFILL ON) . CO2

inventory ∗∗

20 ∗∗ i n fo rmat ion i s output f o r p l o t t i n g .

∗∗

21 ∗∗ ∗∗

22 ∗∗ −−−−−−−−−−−−−−−−−−−−−−−−−−−∗∗

23 ∗∗ CONTACT CMG at (403) 531−1300 or support@cmgl . ca

∗∗

24 ∗∗ −−−−−−−−−−−−−−−−−−−−−−−−−−−∗∗

25 ∗∗ 2018−01−05, 4 : 2 6 : 0 1 PM, wensong

26 RESULTS SIMULATOR GEM 201210

27

28 ∗∗ −−−−−−− Input /Output −−−−−−−−−−−−−−−

29 FILENAMES OUTPUT SRFOUT RESTARTOUT INDEXOUT MAINRESULTSOUT
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30 RANGECHECK ON

31 ∗INUNIT ∗SI

32 INTERRUPT INTERACTIVE

33 ∗XDR ∗ON

34 REWIND 3

35 ∗MAXERROR 20

36 WRST TIME

37 WPRN WELL TIME

38 WPRN GRID TIME

39 WPRN ITER BRIEF

40 WSRF WELL 1

41 WSRF GRID TIME

42 OUTSRF WELL PSPLIT

43 ∗DIARY ∗CHANGES

44 OUTPRN WELL BRIEF

45 OUTPRN GRID DPORMNR IMPL MINERAL ’ Ca l c i t e ’ MOLALITY ’CO2 ’ PH

TEMP

46 OUTPRN RES NONE

47 OUTSRF GRID DENG DENW DPORMNR DROP MINERAL ’ Ca l c i t e ’ MOLALITY

’CO2 ’ MOLALITY ’CO3−− ’ MOLALITY ’Ca++’ MOLALITY ’H+’

MOLALITY ’HCO3− ’ MOLALITY ’OH− ’

48 PH POROS PRES SG SW TEMP W ’CO2 ’ X ’CO2 ’ XALL Y ’

CH4 ’ Y ’CO2 ’

49 Z ’CO2 ’

50 OUTPRN RES ALL

51 OUTSRF RES ALL

52
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53

54 ∗∗ −−−−−−−−−−−−− Grid −−−−−−−−−−−−−−−−−−−−−−

55 RESULTS AXES−DIRECTIONS 1 . 1 . 1 .

56 ∗GRID ∗VARI 90 90 1

57 ∗KDIR DOWN

58 ∗DI ∗CON 17.5

59 ∗DJ ∗CON 17.5

60 ∗DK ∗CON 10 .

61 ∗DTOP 8100∗900.

62 ∗∗$ 0 = nu l l block , 1 = ac t i v e b lock

63 NULL CON 1

64 ∗POR CON 0.38

65 ∗PERMI CON 2000 .

66 PERMJ EQUALSI

67 PERMK EQUALSI

68 ∗∗$ 0 = pinched block , 1 = ac t i v e b lock

69 PINCHOUTARRAY CON 1

70 ∗CPOR MATRIX 1 .E−08

71 ∗PRPOR MATRIX 1000 .

72

73 ∗∗ −−−−−−−−−−−−−−− Fluid Model −−−−−−−−−−−−−−−

74 ∗MODEL ∗PR

75 ∗NC 2 2

76 ∗TRES 50

77 ∗COMPNAME

78 ’CO2 ’ ’CH4 ’

79 ∗∗ The Hydrocarbon component f l a g values , 1 − HC, 0 − non−HC
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80 ∗∗ the read−in HC−HC BIN va lues ( provided below in t h i s f i l e )

81 ∗∗ w i l l be ove rwr i t t en by the i n t e r n a l GEM ca l cu l a t ed va lue s .

82 ∗∗ I f you want to use FULL BIN va lues provided in t h i s f i l e

83 ∗∗ in your GEM s imu la t i on these va lue s have to be manually

84 ∗∗ changed to 0 .

85 ∗HCFLAG 0 1

86 ∗SG 8.1800000E−01 3.0000000E−01

87 ∗TB −7.8450000E+01 −1.6145000E+02

88

89 ∗RESULTS EOSSET ID 1

90

91 ∗PCRIT 7.2800000E+01 4.5400000E+01

92 ∗VCRIT 9.4000000E−02 9.9000000E−02

93 ∗TCRIT 3.0420000E+02 1.9060000E+02

94 ∗AC 2.2500000E−01 8.0000000E−03

95 ∗MW 4.4010000E+01 1.6043000E+01

96 ∗PVC3 1.20000000E+00

97 ∗BIN

98 1.0500000E−01

99 ∗VSHIFT 0.0000000E+00 0.0000000E+00

100 ∗VISCOR ∗HZYT

101 ∗MIXVC 1.0000000E+00

102 ∗VISVC 9.4000000E−02 9.9000000E−02

103 ∗VISCOEFF 1.0230000E−01 2.3364000E−02 5.8533000E−02

−4.0758000E−02

104 9.3324000E−03

105 ∗OMEGA 4.5723553E−01 4.5723553E−01
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106 ∗OMEGB 7.7796074E−02 7.7796074E−02

107 ∗PCHOR 7.8000000E+01 7.7000000E+01

108

109 ∗SOLUBILITY

110 ∗HENRY−CORR−CO2

111 ∗TRACE−COMP 2

112

113 ∗ENTHCOEF

114 9.6880000E−02 1.5884300E−01 −3.3712000E−05 1.4810500E−07

115 −9.6620300E−11 2.0738320E−14

116 −2.8385700E+00 5.3828500E−01 −2.1140900E−04 3.3927600E−07

117 −1.1643220E−10 1.3896120E−14

118

119 ∗AQUEOUS−DENSITY ∗ROWE−CHOU

120 ∗AQUEOUS−VISCOSITY ∗KESTIN

121

122 ∗∗GEOCHEMV2

123 ∗∗WINPROP ∗GEOCHEMDATABASE ∗WOLERY

124

125

126

127

128 ∗YAQU−RATE−CUTOFF

129 1.000000E−10 0.000000E+00

130

131 ∗DER−CHEM−EQUIL ∗ANALYTICAL

132 ∗DER−REACT−RATE ∗ANALYTICAL



APPENDIX B. CMG INPUT CODE 224

133

134 PERM−VS−POR K−C

135

136 ∗ACTIVITY−MODEL ∗B−DOT

137 ∗AQFILL ∗OFF

138

139 ∗NC−AQUEOUS 5

140 ∗COMPNAME−AQUEOUS

141 ’H+’ ’Ca++’ ’HCO3− ’ ’CO3−− ’ ’OH− ’

142 ∗MW−AQUEOUS

143 0.1007900E+01 0.4008000E+02 0.6101710E+02 0.6000920E+02

0.1700730E+02

144 ∗ION−SIZE−AQUEOUS

145 9 .000 6 .000 4 .500 4 .500 3 .500

146 ∗CHARGE−AQUEOUS

147 1 .000 2 .000 −1.000 −2.000 −1.000

148

149 ∗NC−MINERAL 1

150 ∗COMPNAME−MINERAL

151 ’ Ca l c i t e ’

152 ∗MW−MINERAL

153 0.1000892E+03

154 ∗MASSDENSITY−MINERAL

155 2709.947

156

157 ∗N−RATE−REACT 1

158 ∗N−CHEM−EQUIL 3
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159

160

161 ∗∗ ∗LOG−CHEM−EQUIL−CONST i s c a l c u l a t ed at 5 .50 deg . C (

41 .90 deg . F)

162 ∗∗REACTION−CHEM ’CO2 ’ + ’H2O ’ = ’H+’ + ’HCO3− ’

163 ∗∗ ∗LOG−CHEM−EQUIL−CONST −6.50277678E+00

164

165 ∗STOICHIOMETRY

166 −1 0 −1 1 0 1 0 0 0

167

168 ∗LOG−CHEM−EQUIL−COEFS

169 −6.549243E+00 9.001740E−03 −1.021150E−04 2.761879E−07

−3.561421E−10

170 ∗∗REACTION−CHEM ’CO3−− ’ + ’H+’ = ’HCO3− ’

171 ∗∗ ∗LOG−CHEM−EQUIL−CONST 1.05413299E+01

172

173 ∗STOICHIOMETRY

174 0 0 0 −1 0 1 −1 0 0

175 ∗LOG−CHEM−EQUIL−COEFS

176 1.060796E+01 −1.276757E−02 1.202581E−04 −3.017312E−07

2.693722E−10

177

178 ∗∗REACTION−CHEM ’OH− ’ + ’H+’ = ’H2O ’

179 ∗∗ ∗LOG−CHEM−EQUIL−CONST 1.47037154E+01

180

181 ∗STOICHIOMETRY

182 0 0 1 −1 0 0 0 −1 0
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183 ∗LOG−CHEM−EQUIL−COEFS

184 1.492816E+01 −4.187619E−02 1.973673E−04 −5.549510E−07

7.581093E−10

185

186 ∗∗REACTION−RATE−TST ’ Ca l c i t e ’ + ’H+’ = ’Ca++’ + ’HCO3− ’

187 ∗∗ ∗LOG−CHEM−EQUIL−CONST 1.99026226E+00

188

189 ∗STOICHIOMETRY

190 0 0 0 −1 1 1 0 0 −1

191 ∗LOG−CHEM−EQUIL−COEFS

192 2.068889E+00 −1.426678E−02 −6.060961E−06 1.459215E−07

−4.189284E−10

193 ∗REACTIVE−SURFACE−AREA 8.800000E+01

194 ∗ACTIVATION−ENERGY 3.000000E+04

195 ∗LOG−TST−RATE−CONSTANT −8.79588

196

197 ANNIH−MATRIX

198 1 .00 0 .00 0 .00 0 .00 0 .00 1 .00 1 .00 0 .00

199

200 0 .00 1 .00 0 .00 0 .00 0 .00 0 .00 0 .00 0 .00

201

202 0 .00 0 .00 1 .00 0 .00 0 .00 1 .00 1 .00 1 .00

203

204 0 .00 0 .00 0 .00 1 .00 0 .00 −1.00 −2.00 −1.00

205

206 0 .00 0 .00 0 .00 0 .00 1 .00 0 .00 0 .00 0 .00

207
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208

209

210

211 ∗DERIVATIVEMETHOD ∗NUMERALL

212 ∗∗ Factors f o r INVENTORY−CO2

213 ∗CO2−AQU−FACT

214 0 . 0 . 1 . 1 . 0 .

215 ∗CO2−MNR−FACT

216 1 .

217

218

219 ∗∗ −−−−−−−−−−−−−−−−−−−− Rock Fluid −−−−−−−−−−−

220 ∗ROCKFLUID

221 ∗RPT 1 ∗DRAINAGE

222 ∗SWT

223 0.000000 0.000000 0.000000 0.000000

224 0.050000 0.000000 0.000000 0.000000

225 0.100000 0.000000 0.000000 0.000000

226 0.150000 0.000010 0.000000 0.000000

227 0.200000 0.000150 0.000000 0.000000

228 0.250000 0.000770 0.000000 0.000000

229 0.300000 0.002440 0.000000 0.000000

230 0.350000 0.005950 0.000000 0.000000

231 0.400000 0.012350 0.000000 0.000000

232 0.450000 0.022870 0.000000 0.000000

233 0.500000 0.039020 0.000000 0.000000

234 0.550000 0.062500 0.000000 0.000000
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235 0.600000 0.095260 0.000000 0.000000

236 0.650000 0.139470 0.000000 0.000000

237 0.700000 0.197530 0.000000 0.000000

238 0.750000 0.272070 0.000000 0.000000

239 0.800000 0.365950 0.000000 0.000000

240 0.850000 0.482250 0.000000 0.000000

241 0.900000 0.624300 0.000000 0.000000

242 0.950000 0.795620 0.000000 0.000000

243 1.000000 1.000000 0.000000 0.000000

244

245 ∗SGT

246 0.000000 0.000000 0.000000 0.000000

247 0.050000 0.000080 0.000000 0.000000

248 0.100000 0.000680 0.000000 0.000000

249 0.150000 0.002330 0.000000 0.000000

250 0.200000 0.005610 0.000000 0.000000

251 0.250000 0.011140 0.000000 0.000000

252 0.300000 0.019610 0.000000 0.000000

253 0.350000 0.031740 0.000000 0.000000

254 0.400000 0.048370 0.000000 0.000000

255 0.450000 0.070420 0.000000 0.000000

256 0.500000 0.098940 0.000000 0.000000

257 0.550000 0.136180 0.000000 0.000000

258 0.600000 0.180650 0.000000 0.000000

259 0.650000 0.232750 0.000000 0.000000

260 0.700000 0.307520 0.000000 0.000000

261 0.750000 0.395200 0.000000 0.000000
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262 0.800000 0.506570 0.000000 0.000000

263 0.850000 0.655620 0.000000 0.000000

264 0.900000 0.954430 0.000000 0.000000

265 0.950000 0.977220 0.000000 0.000000

266 1.000000 1.000000 0.000000 0.000000

267

268 ∗KROIL ∗STONE2 ∗SWSG

269

270 ∗∗ −−−−−−−−−−−−−− I n i t i a l −−−−−−−−−−−−−−−−−−−−−−−−

271 ∗INITIAL

272 ∗VERTICAL ∗BLOCKCENTER ∗WATERGAS

273 ∗ZOIL 0.999 0 .001

274 ∗ZGAS 0.999 0 .001

275

276 REFPRES

277 800 .

278

279 REFDEPTH

280 800 .

281

282 DWGC

283 100 .

284

285 SWOC

286 1 .0

287

288 ∗∗MOLALITY−GASAQU
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289 ∗∗0

290

291 ∗MOLALITY−AQUEOUS−PRIMARY

292 1E−7 0 .0001

293

294 ∗∗CALC−MOLALITYAQ−SECONDARY ∗OFF ∗∗ ( Retain i n i t i a l mo l a l i t y

o f secondary aq s p e c i e s as i s )

295 ∗VOLUMEFRACTION−MINERAL

296 0 .62 ∗∗1

297

298 ∗∗ −−−−−−−−−−−−−−−−− Numerical −−−−−−−−−−−−−−−−−−−−−−

299 ∗NUMERICAL

300 ∗NORM ∗PRESS 100 .

301 ∗NORM ∗SATUR 0.1

302 ∗NORM ∗GMOLAR 0.1

303 ∗NORM ∗AQUEOUS 0 .2

304 ∗CONVERGE ∗MAXRES 1 . e−4

305 ∗NORTH 80

306 ∗DTMIN 1 .E−015

307 ∗DTMAX 20

308

309 ∗∗ −−−−−−−−−−−−−−−−− Recurrent −−−−−−−−−−−−−−−−−−−−−−−

310 ∗RUN

311

312 ∗DATE 2000 01 01

313 ∗DTWELL 0.01

314 ∗AIMWELL ∗WELLNN
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315 ∗∗

316 ∗∗ ∗WELL 1 ’CO2−I n j e c t o r ’

317 ∗∗$

318 WELL ’CO2−I n j e c t o r ’

319 ∗INJECTOR ’CO2−I n j e c t o r ’

320 ∗INCOMP AQUEOUS 0 0 1 0 0 0 1E−14

321 ∗OPERATE MAX STW 1.4E+01 CONT

322 ∗OPERATE ∗MAX ∗BHP 1 .E+05

323 ∗∗$ rad geo fac wfrac sk in

324 GEOMETRY I 0 .2 0 .37 1 .0 0 . 0

325 PERF GEO ’CO2−I n j e c t o r ’

326 ∗∗$ UBA f f Status Connection

327 50 50 1 1 .0 OPEN FLOW−FROM ’SURFACE’

328 ∗∗

329 ∗∗ ∗WELL 2 ’CO2−Producer1 ’

330 ∗∗$

331 WELL ’CO2−Producer1 ’

332 ∗PRODUCER ’CO2−Producer1 ’

333 ∗OPERATE MAX STW 1.4E+01 CONT

334 ∗OPERATE ∗MIN ∗BHP 14 .7

335 ∗∗$ rad geo fac wfrac sk in

336 GEOMETRY I 0 .2 0 .37 1 .0 0 . 0

337 PERF GEO ’CO2−Producer1 ’

338 ∗∗$ UBA f f Status Connection

339 75 75 1 1 .0 OPEN FLOW−TO ’SURFACE’

340 ∗∗

341 ∗∗ ∗WELL 3 ’CO2−Producer2 ’



APPENDIX B. CMG INPUT CODE 232

342 ∗∗$

343 WELL ’CO2−Producer2 ’

344 ∗PRODUCER ’CO2−Producer2 ’

345 ∗OPERATE MAX STW 1.4E+01 CONT

346 ∗OPERATE ∗MIN ∗BHP 14 .7

347 ∗∗$ rad geo fac wfrac sk in

348 GEOMETRY I 0 .2 0 .37 1 .0 0 . 0

349 PERF GEO ’CO2−Producer2 ’

350 ∗∗$ UBA f f Status Connection

351 25 25 1 1 .0 OPEN FLOW−TO ’SURFACE’

352

353

354 DATE 2000 02 29

355 DATE 2000 03 31

356 DATE 2000 04 30

357 DATE 2000 05 31

358 DATE 2000 06 30

359 DATE 2000 07 31

360 DATE 2000 08 31

361 DATE 2000 09 30

362 DATE 2000 10 31

363 DATE 2000 11 30

364

365 DATE 2001 01 01

366 DATE 2002 01 01

367 DATE 2003 01 01

368 DATE 2004 01 01
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369 DATE 2005 01 01

370

371 DATE 2006 01 01

372 DATE 2007 01 01

373 DATE 2008 01 01

374 DATE 2009 01 01

375 DATE 2010 01 01

376

377 DATE 2011 01 01

378 DATE 2012 01 01

379 DATE 2013 01 01

380 DATE 2014 01 01

381 DATE 2015 01 01

382

383 DATE 2016 01 01

384 DATE 2017 01 01

385 DATE 2018 01 01

386 DATE 2019 01 01

387 DATE 2020 01 01

388

389 DATE 2021 01 01

390 DATE 2022 01 01

391 DATE 2023 01 01

392 DATE 2024 01 01

393 DATE 2025 01 01

394

395 DATE 2026 01 01
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396 DATE 2027 01 01

397 DATE 2028 01 01

398 DATE 2029 01 01

399 DATE 2030 01 01

400

401 DATE 2031 01 01

402 DATE 2032 01 01

403 DATE 2033 01 01

404 DATE 2034 01 01

405 DATE 2035 01 01

406

407 DATE 2036 01 01

408 DATE 2037 01 01

409 DATE 2038 01 01

410 DATE 2039 01 01

411 DATE 2040 01 01

412

413 DATE 2050 01 01

414 DATE 2060 01 01

415 DATE 2070 01 01

416 DATE 2080 01 01

417 DATE 2090 01 01

418 DATE 2100 01 01

419

420 DATE 2110 01 01

421 DATE 2120 01 01

422 DATE 2130 01 01
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423 DATE 2140 01 01

424 DATE 2150 01 01

425 DATE 2160 01 01

426 DATE 2170 01 01

427 DATE 2180 01 01

428 DATE 2190 01 01

429 DATE 2200 01 01

430

431 DATE 2210 01 01

432 DATE 2220 01 01

433 DATE 2230 01 01

434 DATE 2240 01 01

435 DATE 2250 01 01

436

437 DATE 2260 1 1

438 DATE 2270 1 1

439 DATE 2280 1 1

440 DATE 2290 1 1

441 DATE 2300 1 1

442 DATE 2310 1 1

443 DATE 2320 1 1

444 DATE 2330 1 1

445 DATE 2340 1 1

446 DATE 2350 1 1

447 DATE 2360 1 1

448 DATE 2370 1 1

449 DATE 2380 1 1
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450 DATE 2390 1 1

451 DATE 2400 1 1

452 DATE 2410 1 1

453 DATE 2420 1 1

454 DATE 2430 1 1

455 DATE 2440 1 1

456 DATE 2450 1 1

457 DATE 2460 1 1

458 DATE 2470 1 1

459 DATE 2480 1 1

460 DATE 2490 1 1

461 DATE 2500 1 1

462 ∗STOP

463

464

465 RESULTS SPEC ’ Permeab i l i ty J ’

466 RESULTS SPEC SPECNOTCALCVAL −99999

467 RESULTS SPEC REGION ’ Al l Layers (Whole Grid ) ’

468 RESULTS SPEC REGIONTYPE ’REGIONWHOLEGRID’

469 RESULTS SPEC LAYERNUMB 0

470 RESULTS SPEC PORTYPE 1

471 RESULTS SPEC EQUALSI 0 1

472 RESULTS SPEC SPECKEEPMOD ’YES ’

473 RESULTS SPEC STOP

474

475

476 RESULTS SPEC ’ Permeab i l i ty K’
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477 RESULTS SPEC SPECNOTCALCVAL −99999

478 RESULTS SPEC REGION ’ Al l Layers (Whole Grid ) ’

479 RESULTS SPEC REGIONTYPE ’REGIONWHOLEGRID’

480 RESULTS SPEC LAYERNUMB 0

481 RESULTS SPEC PORTYPE 1

482 RESULTS SPEC EQUALSI 0 1

483 RESULTS SPEC SPECKEEPMOD ’YES ’

484 RESULTS SPEC STOP



Appendix C

Molecular Dynamics Code

A simplified Molecular Dynamics (MD) simulation is developed to capture the diffu-

sive behavior of complex miscible fluid interactions observed experimentally. Diffu-

sive fluid particle motion at short time intervals is modeled using the Monte Carlo

approach. As explained in the mechanistic depiction of the spontaneous fingering be-

tween the miscible fluid-pair crude oil and solvent, small mobile crude-oil molecules

mix with the small mobile solvent molecules at early times while large immobile

molecules remain in the crude-oil phase (Fig. C.1 t = 0 to 18). Mixing between the

large immobile crude-oil molecules with the solvent are captured at later times (Fig.

C.1 t > 18).

238
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t = 0

t = 3

t = 6

t = 9

t = 12

t = 15

t = 18

t = 21

t = 24

t = 27

Crude OilSolvent

Figure C.1: Monte Carlo molecular dynamics simulation of crude oil interactions with
solvent. Solvent (blue) is introduced to the crude oil (red for small molecules and
yellow for large molecules). The molecules are allowed to move according to Monte
Carlo diffusion and are bounded by the critical wavelength for the instability. Early
fingering (t = 0 to 18) and late bulk diffusion (t > 18) are observed.
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1 c l e a r a l l

2 c l o s e a l l

3 c l c

4

5 xlim min = −15;

6 xlim max = 10 ;

7 ylim min = 0 ;

8 ylim max = 10 ;

9

10 boundar ies . xmin = −15;

11 boundar ies . xmax = 10 ;

12 boundar ies . ymin = 0 ;

13 boundar ies . ymax = 10 ;

14 heptane 0 . sqrt num molecu les = 100 ;

15 crudeL ight 0 . sqrt num molecu les = heptane 0 .

sqrt num molecu les /2 ;

16 crudeHeavy 0 . sqrt num molecu les = heptane 0 .

sqrt num molecu les /2 ;

17 %MD simu la t i on

18 %po t en t i a l f unc t i on f o r s p h e r i c a l molecules , Lennard−Jones ,

params ( IFT)

19 %s t a r t with f l a t i n t e r f a c e , r e f l e c t i o n boundar ies

20 %move to rad i a l , wedge

21 heptane 0 . d i f f u s i v i t y = 1 ;

22 crudeHeavy 0 . d i f f u s i v i t y = heptane 0 . d i f f u s i v i t y /30 ;

23 crudeL ight 0 . d i f f u s i v i t y = crudeHeavy 0 . d i f f u s i v i t y +

heptane 0 . d i f f u s i v i t y ;
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24

25

26 heptane 0 . adv . x = 0 ;

27 heptane 0 . adv . y = 0 ;

28 crudeL ight 0 . adv . x = 0 ;

29 crudeL ight 0 . adv . y = 0 ;

30 crudeHeavy 0 . adv . x = 0 ;

31 crudeHeavy 0 . adv . y = 0 ;

32 heptane 0 . amplitude = 0 ;

33

34 heptaneMarkerSize = 2 ;

35 crudeLightMarkerSize = 2 ;

36 crudeHeavyMarkerSize = 12 ;

37

38 %% t0 : i n i t i a l f l u i d d i s t r i b u t i o n s

39 heptane 0 . x = boundar ies . xmin∗ rand ( heptane 0 .

sqrt num molecu les ) ;

40 heptane 0 . y = boundar ies . ymax∗ rand ( heptane 0 .

sqrt num molecu les ) ;

41

42 crudeL ight 0 . x = boundar ies . xmax∗ rand ( crudeL ight 0 .

sqrt num molecu les ) ;

43 crudeL ight 0 . y = boundar ies . ymax∗ rand ( crudeL ight 0 .

sqrt num molecu les ) ;

44

45 crudeHeavy 0 . x = boundar ies . xmax∗ rand ( crudeHeavy 0 .

sqrt num molecu les ) ;
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46 crudeHeavy 0 . y = boundar ies . ymax∗ rand ( crudeHeavy 0 .

sqrt num molecu les ) ;%crude heavy . t0 . y ;%50∗ rand (

crude heavy . sqrt num molecu les ) ;

47

48

49

50

51 %% t1 : smal l i n t e r f a c i a l p e r tu rba t i on s due to thermal

f l u c t u a t i o n s

52 dt =5;

53 heptane 0 = heptane 0 ;

54 crudeL ight 0 = crudeLight 0 ;

55 crudeHeavy 0 = crudeHeavy 0 ;

56

57

58

59 f o r i = 1 : 1 : 3 0

60

61 i

62 t = i ∗dt ;

63

64 i f i == 1

65 f i g u r e ( i )

66 f i g u r e ( ’ un i t s ’ , ’ normal ized ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1

1 ] ) ;

67 hold on

68
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69 p lo t ( crudeHeavy 0 . x , crudeHeavy 0 . y , ’ o ’ , ’ MarkerSize

’ , crudeHeavyMarkerSize , ’ MarkerEdgeColor ’ , [ 1 . 8

. 2 ] , ’ MarkerFaceColor ’ , ’ y ’ ) ;

70 p lo t ( heptane 0 . x , heptane 0 . y , ’ bo ’ , ’ MarkerSize ’ ,

heptaneMarkerSize , ’ MarkerFaceColor ’ , ’ b ’ ) ;

71 p lo t ( c rudeL ight 0 . x , c rudeL ight 0 . y , ’ ro ’ , ’

MarkerSize ’ , crudeLightMarkerSize , ’ MarkerFaceColor

’ , ’ r ’ ) ;

72 % % plo t ( crudeLight . x ( crudeLight . x<0) , crudeLight . y (

crudeLight . x<0) , ’ ro ’ , ’ MarkerSize ’ , 4 , ’

MarkerFaceColor ’ , ’ r ’ ) ;

73 ax i s equal

74 xlim ( [ xlim min xlim max ] )

75 ylim ( [ ylim min ylim max ] )

76 F( i ) = getframe ;

77 f igname = s p r i n t f ( ’ %5.5d . png ’ , i ) ;

78 saveas ( gcf , figname , ’ png ’ )

79

80 heptane o ld = heptane 0 ;

81 c rudeL ight o ld = crudeLight 0 ;

82 crudeHeavy old = crudeHeavy 0 ;

83 e l s e

84 [ heptane , crudeLight , crudeHeavy ] = monteCarlo (

heptane old , c rudeL ight o ld , crudeHeavy old , dt , t

, boundar ies ) ;

85

86 f i g u r e ( i )
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87 f i g u r e ( ’ un i t s ’ , ’ normal ized ’ , ’ o u t e r p o s i t i o n ’ , [ 0 0 1

1 ] ) ;

88 hold on

89 ax i s equal

90 xlim ( [ xlim min xlim max ] )

91 ylim ( [ ylim min ylim max ] )

92

93 p lo t ( crudeHeavy . x , crudeHeavy . y , ’ o ’ , ’ MarkerSize ’ ,

crudeHeavyMarkerSize , ’ MarkerEdgeColor ’ , [ 1 . 8 . 2 ] ,

’ MarkerFaceColor ’ , ’ y ’ ) ;

94 p lo t ( heptane . x , heptane . y , ’ bo ’ , ’ MarkerSize ’ ,

heptaneMarkerSize , ’ MarkerFaceColor ’ , ’ b ’ ) ;

95 p lo t ( crudeLight . x , crudeLight . y , ’ ro ’ , ’ MarkerSize ’ ,

crudeLightMarkerSize , ’ MarkerFaceColor ’ , ’ r ’ ) ;

96 f igname = s p r i n t f ( ’ %5.5d . png ’ , i ) ;

97

98 F( i ) = getframe ;

99 saveas ( gcf , figname , ’ png ’ )

100

101

102 heptane o ld = heptane ;

103 c rudeL ight o ld = crudeLight ;

104 crudeHeavy old = crudeHeavy ;

105 end

106

107 end

108
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109 movie (F , 1 )

110 v = VideoWriter ( ’ n ew f i l e . av i ’ ) ;

111 v . FrameRate = 10 ;

112 v . Qual i ty = 100 ;

113 open (v )

114 writeVideo (v ,F)

115 c l o s e ( v )
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1 f unc t i on [ heptane , crudeLight , crudeHeavy ] = monteCarlo (

heptane old , c rudeL ight o ld , crudeHeavy old , dt , t ,

boundar ies )

2 heptane . lambda C =.5;

3 s h i f t = heptane . lambda C ∗ . 5 ;

4 a = −4;

5 b = −3;

6 % new po s i t i o n = old po s i t i o n + d i f f u s i o n + advect ion

7

8 crudeLight . sqrt num molecu les = crudeL ight o ld .

sqrt num molecu les ;

9 crudeHeavy . sqrt num molecu les = crudeHeavy old .

sqrt num molecu les ;

10 heptane . sqrt num molecu les = heptane o ld . sqrt num molecu les ;

11

12 %% crudeLight

13 crudeLight x adv = crudeL ight o ld . x + crudeL ight o ld . adv . x∗dt

;

14 crudeLight y adv = crudeL ight o ld . y + crudeL ight o ld . adv . y∗dt

;

15 crudeLight . x = crudeLight x adv + crudeL ight o ld . d i f f u s i v i t y ∗

dt∗normrnd (0 , 1 , s i z e ( c rudeL ight o ld . x ) ) ;

16 crudeLight . y = crudeLight y adv + crudeL ight o ld . d i f f u s i v i t y ∗

dt∗normrnd (0 , 1 , s i z e ( c rudeL ight o ld . y ) ) ;

17 whi le min (min ( crudeLight . x ) ) < boundar ies . xmin | | max(max(

crudeLight . x ) ) > boundar ies . xmax
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18 crudeLight . x = ( crudeLight . x>boundar ies . xmin ) .∗ crudeLight

. x . . .

19 + ( crudeLight . x<boundar ies . xmin ) . ∗ ( crudeLight . x+2∗(

boundar ies . xmin−crudeLight . x ) ) ;

20 crudeLight . x = ( crudeLight . x<boundar ies . xmax) .∗ crudeLight

. x . . .

21 +(crudeLight . x>boundar ies . xmax) . ∗ ( crudeLight . x−2∗(

crudeLight . x−boundar ies . xmax) ) ;

22 end

23 whi le min (min ( crudeLight . y ) ) < boundar ies . ymin | | max(max(

crudeLight . y ) ) > boundar ies . ymax

24 crudeLight . y = ( crudeLight . y>boundar ies . ymin ) .∗ crudeLight

. y . . .

25 + ( crudeLight . y<boundar ies . ymin ) . ∗ ( crudeLight . y+2∗(

boundar ies . ymin−crudeLight . y ) ) ;

26 crudeLight . y = ( crudeLight . y<boundar ies . ymax) .∗ crudeLight

. y . . .

27 +(crudeLight . y>boundar ies . ymax) . ∗ ( crudeLight . y−2∗(

crudeLight . y−boundar ies . ymax) ) ;

28 end

29 % crudeLight . d i f f u s i v i t y = crudeL ight o ld . d i f f u s i v i t y ;

30 crudeLight . adv . x = crudeL ight o ld . adv . x ;

31 crudeLight . adv . y = crudeL ight o ld . adv . y ;

32

33

34

35 %% heptane
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36 heptane x adv = heptane o ld . x + heptane o ld . adv . x∗dt ;

37 heptane y adv = heptane o ld . y + heptane o ld . adv . y∗dt ;

38 heptane . d i f f u s i v i t y = heptane o ld . d i f f u s i v i t y ;

39 heptane . adv . x = heptane o ld . adv . x ;

40 heptane . adv . y = heptane o ld . adv . y ;

41

42 y heptane = heptane y adv ;

43 heptane . amplitude = abs (max(max( heptane x adv ) ) + heptane .

d i f f u s i v i t y ∗dt − heptane . adv . x∗ t ) /2 ;

44 x heptane = min (min ( crudeHeavy old . x ) ) + heptane . adv . x∗ t +

heptane . amplitude ∗( cos ( y heptane /heptane . lambda C − s h i f t )

) ;% heptane . amplitude∗ cos ( y heptane /3);%+crudeHeavy old .

adv . x∗dt ;

45 heptane x adv = ( heptane x adv ) . ∗ ( heptane x adv<x heptane ) +

. . .

46 ( x heptane + min (min ( heptane o ld . x ) )∗ rand ( s i z e ( x heptane )

) ) . ∗ ( heptane x adv>x heptane ) ;

47 heptane . x = heptane x adv + heptane o ld . d i f f u s i v i t y ∗dt∗

normrnd (0 , 1 , s i z e ( heptane o ld . x ) ) ;

48 heptane . y = heptane y adv + heptane o ld . d i f f u s i v i t y ∗dt∗

normrnd (0 , 1 , s i z e ( heptane o ld . y ) ) ;

49

50 whi le min (min ( heptane . x ) ) < boundar ies . xmin | | max(max(

heptane . x ) ) > boundar ies . xmax

51 heptane . x = ( heptane . x>boundar ies . xmin ) .∗ heptane . x . . .

52 + ( heptane . x<boundar ies . xmin ) . ∗ ( heptane . x+2∗(

boundar ies . xmin−heptane . x ) ) ;
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53 heptane . x = ( heptane . x<boundar ies . xmax) .∗ heptane . x . . .

54 +(heptane . x>boundar ies . xmax) . ∗ ( heptane . x−2∗(heptane . x

−boundar ies . xmax) ) ;

55 end

56 whi le min (min ( heptane . y ) ) < boundar ies . ymin | | max(max(

heptane . y ) ) > boundar ies . ymax

57 heptane . y = ( heptane . y>boundar ies . ymin ) .∗ heptane . y . . .

58 + ( heptane . y<boundar ies . ymin ) . ∗ ( heptane . y+2∗(

boundar ies . ymin−heptane . y ) ) ;

59 heptane . y = ( heptane . y<boundar ies . ymax) .∗ heptane . y . . .

60 +(heptane . y>boundar ies . ymax) . ∗ ( heptane . y−2∗(heptane . y

−boundar ies . ymax) ) ;

61 end

62

63 heptane . d i f f u s i v i t y = heptane o ld . d i f f u s i v i t y+heptane o ld .

d i f f u s i v i t y ∗ ( ( heptane . amplitude ) ˆ(1/ a )−(heptane . amplitude )

ˆ(1/b) )%( heptane . amplitude ) ˆ(1/ s t r ength ) ∗ exp(−1∗heptane .

amplitude )

64

65 %% crudeHeavy

66 crudeHeavy x adv = crudeHeavy old . x + crudeHeavy old . adv . x∗dt

;

67 crudeHeavy y adv = crudeHeavy old . y + crudeHeavy old . adv . y∗dt

;

68 crudeHeavy . d i f f u s i v i t y = crudeHeavy old . d i f f u s i v i t y ;

69 crudeHeavy . adv . x = crudeHeavy old . adv . x ;

70 crudeHeavy . adv . y = crudeHeavy old . adv . y ;
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71

72 y crudeHeavy = crudeHeavy y adv ;

73 x crudeHeavy = min (min ( crudeHeavy old . x ) )+(heptane o ld . adv . x∗

t ) + heptane . amplitude∗ cos ( crudeHeavy y adv/heptane .

lambda C − s h i f t ) ;%+crudeHeavy old . adv . x∗dt ;

74 crudeHeavy x adv = crudeHeavy x adv . ∗ ( crudeHeavy x adv>

x crudeHeavy ) + x crudeHeavy .∗ ( crudeHeavy x adv<

x crudeHeavy ) ;

75 crudeHeavy . x = crudeHeavy x adv + crudeHeavy old . d i f f u s i v i t y ∗

dt∗normrnd (0 , 1 , s i z e ( crudeHeavy old . x ) ) ;

76 crudeHeavy . y = crudeHeavy y adv + crudeHeavy old . d i f f u s i v i t y ∗

dt∗normrnd (0 , 1 , s i z e ( crudeHeavy old . y ) ) ;

77

78 crudeHeavy . x = ( crudeHeavy . x>boundar ies . xmin ) .∗ crudeHeavy . x

. . .

79 + ( crudeHeavy . x<boundar ies . xmin ) . ∗ ( crudeHeavy . x+2∗(

boundar ies . xmin−crudeHeavy . x ) ) ; . . .

80 crudeHeavy . x = ( crudeHeavy . x<boundar ies . xmax) .∗ crudeHeavy . x

. . .

81 +(crudeHeavy . x>boundar ies . xmax) . ∗ ( crudeHeavy . x−2∗(

crudeHeavy . x−boundar ies . xmax) ) ;

82 crudeHeavy . y = ( crudeHeavy . y>boundar ies . ymin ) .∗ crudeHeavy . y

. . .

83 + ( crudeHeavy . y<boundar ies . ymin ) . ∗ ( crudeHeavy . y+2∗(

boundar ies . ymin−crudeHeavy . y ) ) ; . . .

84 crudeHeavy . y = ( crudeHeavy . y<boundar ies . ymax) .∗ crudeHeavy . y

. . .
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85 +(crudeHeavy . y>boundar ies . ymax) . ∗ ( crudeHeavy . y−2∗(

crudeHeavy . y−boundar ies . ymax) ) ;

86 crudeHeavy . d i f f u s i v i t y = crudeHeavy . d i f f u s i v i t y+crudeHeavy .

d i f f u s i v i t y ∗ ( ( heptane . amplitude ) ˆ(1/ a )−(heptane . amplitude )

ˆ(1/b) ) ;%∗ exp(−1∗heptane . amplitude ) ;

87

88 crudeLight . d i f f u s i v i t y = crudeHeavy . d i f f u s i v i t y + heptane .

d i f f u s i v i t y ;

89 end
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